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1. Ablation Studies
To verify the effectiveness of each component in our method, we conduct several ablation studies. The results are presented in
Tab. 1. We evaluate the contribution of the position encoding by removing it (W/o PE). The impact of the edge map guidance
is assessed by omitting this component (W/o EM). Additionally, the necessity of bi-directional event fusion is demonstrated
by excluding this module (W/o BD). The impact of ImgColor-Net is shown by not enhancing the color terms (W/o CC).
Finally, to validate our two-stage training strategy, we examine an end-to-end training approach (End2end). The results show
that our complete model achieves the best performance.

Table 1. Quantitative results of ablation
studies. The best performances are high-
lighted in bold.

W/o PE W/o EM W/o BD W/o CC Add End2end Ours

PSNR 30.90 29.00 32.05 32.08 28.40 31.72 33.08
SSIM 0.9188 0.9248 0.9229 0.9317 0.8759 0.9289 0.9377

2. Additional Proof
In this section, we provide additional proof of bidirectional EDI model. As illustrated in [13], we can reverse event streams
to bridge SN with other frame Si as:

SN = Si/E(ti, tN ) = SiE
′(ti, tN ) (1)

And then, we can bridge Bg with SN , i.e.,

Bg =
SN

T

N∑
i=1

E′(ti−1, tN )

=
SN

T

N∑
i=1

(E′(ti−1, ti) +E′(ti, ti+1) + · · ·+E′(tN−1, tN ))

=
SN

T

N∑
i=1

iE′(ti−1, ti). (2)
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Integrating Equation (1) and Equation (2), we can derive any arbitrary sharp frame at timestamp tk:

S′ = Bg

∑N
i=k E

′(ti−1, ti)∑N
i=1 iE′(ti−1, ti)

= Bg · Epost. (3)

3. EvRGB-Deblur Dataset
Our hybrid camera system, shown on the left in Figure 1, is composed by three cameras: an event camera (Prophesee EVK4
HD) and two RGB cameras (Hikvision MV-CA050-12UC), paired with three beam splitters. For spatial calibration, we use
a checkerboard to address homography and radial distortion across the three views. Temporal synchronization is achieved
using an Arduino Uno Rev3 micro-controller board as the signal generator, which sends trigger signals to all cameras. The
interface of signal generator and the GPIO ports of cameras are connected via cables. This hybrid system captures 10 groups
of images from a variety of scenes featuring both ego-motion and object-motion, and the example scenes are shown on the
right in Figure 1.

To better illustrate the distinction between synthetic and real domains of blurry images, we conduct an experiment that syn-
thesizes blurry images from interpolated sharp videos. These synthesized images are then compared with our real-captured
blurry image. As demonstrated in Figure 2, our real-captured image avoids unnatural blurs and artifacts in cases of large
motion. Additionally, we display quantitative comparative results on our EvRGB-Deblur dataset in Tab. 2.

In Tab. 3, we compare our EvRGB-Deblur dataset with other publicly available event deblurring datasets [2, 4–6, 10, 11,
16]. Notably, Blur-DVS comprises two sub-datasets, which we refer to as Blur-DVS-s and Blur-DVS-f. For real-captured
datasets (FEVD [6], EVRB [5], EventAid-B [2], and our EvRGB-Deblur dataset), we present typical scenarios of the each
dataset in Figure 3. As shown in the examples, existing real-captured datasets do not specifically include colorful objects with
diverse motion, which are essential for validating shape distortion and color bleeding issues. In the EventAid-B dataset, the
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Figure 1. Left: Our hybrid camera system, which consists of three cameras: an event camera, and two RGB cameras with short and long
exposure time, respectively. Right: Some scenes in the EvRGB-Deblur dataset.

(a) Real-captured (b) Synthetic-ev (c) Synthetic-img

Figure 2. An example of blurry image synthesis. (a) Real-captured blurry image. (b) Synthetic blurry image interpolated by Timelens [14].
(c) Synthetic blurry image interpolated by RIFE [3]. Synthetic images exhibit unnatural blurs and artifacts in cases of large motion.



Table 2. Quantitative comparisons on the our EvRGB-Deblur dataset. The “Event” row specifies whether the methods require events as
input (Yes [✓] or No [✗]).

Metric NAFNet Restormer FFTformer EDI EFNet NEST REFID MAENet Ours

Event ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✓

PSNR 27.09 27.06 27.12 24.24 27.25 20.03 27.23 24.79 28.79
SSIM 0.861 0.860 0.867 0.825 0.859 0.328 0.865 0.794 0.876

Table 3. Comparison of our collected EvRGB-Deblur
dataset with other event deblurring datasets. The Blur
and Sharp columns specify the image source, indicat-
ing whether it is synthetic (syn.), real-captured (real), or
not applicable (n/a). The Resolution column indicates
the resolution of the event sensor. The Image column
represents whether the blurry images are grayscale or
RGB.

Dataset Blur Sharp Resolution Image

Blur-DVS-s [4] syn. real 260×346 Gray
Blur-DVS-f [4] real n/a 260×346 Gray

REBlur [10] syn. real 260×346 Gray
HighREV [11] syn. real 1224×1632 RGB
MS-RBD [16] real n/a 192×288 Gray
EventAid-B [2] real real 620×835 RGB

FEVD [6] real real 768×1024 RGB
EVRB [5] real real 640×960 RGB

EvRGB-Deblur real real 624×840 RGB
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Figure 3. Examples from real-captured event-based deblurring datasets. (a) Our EvRGB-Deblur dataset captures object motion with
colorful objects. (b) EventAid-B [2] has minimal motion. (c) EVRB [5] and (d) FEVD [6] primarily feature ego-motion blur.

captured motion is minimal, while the blur in the EVRB and FEVD datasets primarily results from ego-motion. In contrast,
our dataset incorporates both ego-motion and object motion with colorful objects, enabling a comprehensive evaluation of
deblurring performance in mitigating shape distortion and color bleeding artifacts.

4. Network Parameters
We list multiply–accumulate operations and network parameters of comparative image-based and event-based methods in the
Tab. 4.

5. More Results on Real Dataset
In this section, we provide more qualitative comparisons among our method, NAFNet [1], Restormer [15], FFTformer [7],
EDI [9], EFNet [10], NEST [13], REFID [11], and MAENet [12] on EvRGB-Deblur dataset, shown in Figure 4 and Figure 5.
These comparisons are shown in Figure 4 and Figure 5. Across both sets of results, our method outperforms the other state-
of-the-art methods. For example, in the first set of results in Figure 4 (first and second rows), our method recovers sharper



Table 4. The quantity of multiply-accumulate operations (MACs) and the count of network parameters (#Param) across image-based and
event-baseds methods.

NAFNet Restormer FFTformer EFNet NEST REFID Ours

MACs (G) 587 1128 1110 1018 4167 15570 13909
#Param (M) 67.8 26.1 14.9 8.5 19.7 15.8 30.5

details of the cartoon texture on the box. Additionally, in the first set of results in Figure 5, our deblurred result accurately
preserves the edges of the slinky.

6. More Results on Synthetic Dataset
In this section, we provide more qualitative comparisons among our method, NAFNet [1], Restormer [15], FFTformer [7],
EDI [9], EFNet [10], NEST [13], REFID [11], and MAENet [12] on REDS dataset [8], shown in Figure 6 and Figure 7.
These comparisons are showcased in Figure 6 and Figure 7. Our method demonstrates superior performance compared to
other state-of-the-art methods. In the second set of results in Figure 6 (third and fourth rows), our method successfully
restores sharp and accurate edges of the text on the billboard, with minimal shape distortion. Furthermore, in the second set
of results in Figure 7, our deblurred result shows significantly reduced color bleeding in the headscarf recovery.
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Figure 4. Visual quality comparison on real-captured EvRGB-Deblur dataset (Part I). (a) Blurry image. (b) Events. (c) Ground truth.
(d)∼(l) Deblurred results of ours, NAFNet [1], Restormer [15], FFTformer [7], EDI [9], EFNet [10], NEST [13], REFID [11] and
MAENet [12]. In the first set of results (first and second rows), our method recovers sharper details of the cartoon texture on the box.
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Figure 5. Visual quality comparison on real-captured EvRGB-Deblur dataset (Part II). (a) Blurry image. (b) Events. (c) Ground truth.
(d)∼(l) Deblurred results of ours, NAFNet [1], Restormer [15], FFTformer [7], EDI [9], EFNet [10], NEST [13], REFID [11] and
MAENet [12].. In the first set of results (first and second rows), our deblurred result accurately preserves the edges of the slinky.
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Figure 6. Visual quality comparison on REDS dataset [8] (Part I). (a) Blurry image. (b) Events. (c) Ground truth. (d)∼(l) Deblurred results
of ours, NAFNet [1], Restormer [15], FFTformer [7], EDI [9], EFNet [10], NEST [13], REFID [11] and MAENet [12].. In the second
set of results (third and fourth rows), our method successfully restores sharp and accurate edges of the text on the billboard, with minimal
shape distortion.
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Figure 7. Visual quality comparison on REDS dataset [8] (Part II). (a) Blurry image. (b) Events. (c) Ground truth. (d)∼(l) Deblurred
results of ours, NAFNet [1], Restormer [15], FFTformer [7], EDI [9], EFNet [10], NEST [13], REFID [11] and MAENet [12].. In the
second set of results (third and fourth rows), our deblurred result shows significantly reduced color bleeding in the headscarf recovery.
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