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This is the supplementary material document for the pa-
per Low-Rank Prompt Adaptation for Open-Vocabulary Ob-
ject Detection accepted by The 4th Workshop on What is
Next in Multimodal Foundation Models? at the Interna-
tional Conference on Computer Vision 2025. In this doc-
ument, we show more experiment results that cannot fit in
the main paper. In Sec. 1, we provide more implementation
details of the baseline methods used in the main paper. In
Sec. 2, we analyze the inference efficiency of the enhancer.
In Sec. 3, we present a qualitative analysis with Scenes100,
HOIST, EgoPER, OV-COCO, and Rareplanes. In Sec. 4,
we compare the proposed method of adapting OVD with
adapting closed-vocabulary object detection models on dif-
ferent datasets. In Sec. 5, we present additional results of
our enhancer on ODinW-13 dataset. In Sec. 6, we provide
the mapping from video IDs used in the qualitative analy-
sis to the corresponding original IDs for result reproduction
purposes.

1. More implementation details

This section provides the implementation details of baseline
methods in the main paper, which are BitFit [2], Prompt
Tuning [9], LoRA [5], LoSA [14], and Res-Tuning [6].

In the BitFit [2] paper, the authors trained the bias terms
of the BERT model. We apply the same implementation
and train the bias terms of the BERT backbone of Ground-
ingDINO.

With Prompt Tuning [9], we insert five learnable tokens
at the start of the prompt sequence. Specifically, the shape
of the learnable part is 5 × d, with d as the embedding di-
mension of the BERT backbone.

With LoRA [5], we apply the typical practice of it, where
LoRA layers are inserted along all the query, key, and value-
embedding layers of both backbones. The rank r of LoRA
is set as 16, and the scaling parameter α is set as 1/16.

With LoSA [14], we follow the best result in the original
paper, where the authors use the outputs of encoder layers

*Equal contribution.

as inputs for the side network. Here, we attach the side
network to the transformer head and use the outputs of the
head’s encoder layers as inputs for the side network. The
rank r of LoSA is set as 16, and the scaling parameter α is
initialized as 1/16.

With Res-Tuning [6], we also follow the best method in
the original paper. In this method, three adapter-like tuners
are attached to each transformer encoder layer, referred to
in the paper as Tri-Res-Tuner. They are attached in par-
allel with the Multi-Head Attention block, the Feed For-
ward Network, and the whole encoder layer itself. Follow-
ing that, we attached Res-Tuners in the transformer head’s
encoder layers. The rank r of the tuners is set as 16, and the
scaling parameter α is initialized as 1/16.

2. Inference Efficiency of Enhancer Module
The proposed prompt feature enhancement module adds
less than 0.1% to the total parameters of GroundingDINO
and is efficient to train in the adaptation setting. How-
ever, it may still increase the model’s inference latency.
Here, we measure the inference latency of the vanilla
GroundingDINO model and models using different adapta-
tion methods. For transformer models, computational com-
plexity depends on the input sequence length; for Ground-
ingDINO, this depends on the number of tokens in the
prompt and the resolution of the input image. We use an
image resized to 750× 1333 from the EgoPER dataset and
test it with three prompts (I, II, and III) from Table 1 of
the main paper and a detailed prompt from Sec. 4.4.4 of
the main paper, referred to as prompt IV. All experiments
are conducted on an NVIDIA V100 GPU, and the infer-
ence latency results are shown in Table 1. Results indicate
that the proposed lightweight enhancer achieves the fastest
inference time among adaptation methods, adding minimal
latency to the model.

3. Qualitative analysis
We visually compare how the behavior of the vanilla
GroundingDINO model changes after adding the adaptive

1



Prompt # tokens Inference latency (ms) ↓
Vanilla LoRA [5] Res-Tuning [6] LoSA [14] Enhancer

I 5 148.9 161.2 155.4 153.8 149.4
II 9 152.5 160.6 158.5 157.5 155.8
III 22 169.6 175.4 171.3 169.6 169.6
IV 95 186.4 201.1 194.5 195.1 190.7

Table 1. Inference latency (in milliseconds) of vanilla Ground-
ingDINO and GroundingDINO adapted with different methods
using various prompts is shown in Sec. 2. The column # tokens
indicates the token count in each prompt, and the column Increase
shows the latency added by the enhancer module. All inferences
use the same input image for consistency. The best result among
adaptation methods is in bold. The low-rank enhancer with r = 8
adds minimal latency overhead and achieves the fastest speed
among the methods.

enhancer on Scenes100, HOIST, EgoPER, OV-COCO, and
RarePlanes. Scenes100, HOIST, and OV-COCO are “hard”
datasets since the base model has a very low performance.
The enhancer with r = 16 is used in this analysis. For
each dataset, we choose the initial prompt that is simple but
still obtains relatively high APm before adaptation. This
simulates the situation when the detector user has some ex-
perience and familiarity with the dataset. Specifically, we
use “person · vehicle ·” on Scenes100, “hand-held object
·” on HOIST, “kitchen object ·” for EgoPER, “coco objects
·” for OV-COCO, and “planes ·” for RarePlanes. We show
the detected object bounding boxes with a score higher than
θ∗, where θ∗ is the score threshold that maximizes the F1

score at IoU=0.75 in the precision-recall evaluation per the
COCO protocol [11].

The comparison on several videos from Scenes100 is
shown in Fig. 1a. It is clear that GroundingDINO misses
many instances of vehicle objects from the prompt phrase
vehicle. This is possibly caused by the fact that in the train-
ing set of GroundingDINO, most of the vehicles are labeled
by other words such as car, truck, SUV, etc. This type of
bias is very common in datasets [3, 19]. And the bias trans-
fers to models that are trained on those datasets. Our pro-
posed method can adaptively learn to compensate for such
bias and identify different types of vehicles.

As shown in Fig. 1b, detecting the objects in hand in
HOIST dataset is challenging. To get correct results, a cer-
tain level of understanding of the underlying physical world
is needed to determine if an object is held by hand. Be-
fore adaptation, even with a prompt specifying hand-held
objects, the GroundingDINO model still tends to label most
objects in the image. After adaptation, the enhancer en-
ables the model to reason about the relation between objects
and hands, and find the correct hand-held objects. However,
given the difficulty of the task, it can still treat objects close
to hands as objects held by hands, as in video HOIST-004.
Or still misidentify the object when the hand is blurry as in
video HOIST-005.

The detection performance on EgoPER videos is com-

pared in Fig. 1c. The model can already locate most of
the target objects correctly before adaptation. However, the
proposed method can still help the model to make more
fine-grained decisions, such as detecting the hands in the
videos or identifying the bowl in video EgoPER-004.

The qualitative results of OV-COCO are presented in
Fig. 1d. The proposed enhancer can filter out false posi-
tive bounding boxes as in images OV-COCO-002 and OV-
COCO-004. It can also detect objects missed by the un-
adapted base model, such as OV-COCO-001, OV-COCO-
003, OV-COCO-004, and OV-COCO-005. However, it still
fails to detect when the object is too blurred, like the cars in
OV-COCO-005, or focuses too much on the class with dom-
inant quantity, such as the class “person” in OV-COCO-001,
and misses the “clock” in the background.

Fig. 1e shows the qualitative results of RarePlanes.
RarePlanes is a “hard” dataset for the base model since it
is an aerial imagery dataset, which is significantly differ-
ent from the datasets used for model pretraining. Hence,
the model usually misses the objects, as in RarePlanes-
004. However, in many cases, the enhancer helps the model
to detect the objects missed by the unadapted model, as
in RarePlanes-001 and RarePlanes-002, or remove false-
positive boxes, as in RarePlanes-003 and RarePlanes-005.

We visually verify that the proposed prompt enhancer
module can learn to guide GroundingDINO to the cor-
rect direction to improve detection precision from a limited
number of sample images.

4. Adaptation of Closed-Vocabulary Detectors

Method Scenes100 [18] EgoPER [8] HOIST [15] OV-COCO [1] RarePlanes [17]

Faster-RCNN ResNet-50 40.38 59.38 18.00 32.99 55.94
Faster-RCNN ResNet-101 39.73 59.23 18.43 34.70 56.32
YOLOv8s 16.43 21.23 3.43 13.97 8.33
YOLOv8l 26.82 24.43 9.58 21.04 24.62

GroundingDINO + Enhancer, r = 32 55.97 68.46 38.51 39.78 56.54

Table 2. Detection APm of closed-vocabulary detectors Faster-
RCNN [16] and YOLOv8 [7] on different datasets. For each
dataset, the average APm from the proposed GroundingDINO-
based Prompt adaptation method initialized from three prompts
in the main paper is shown for comparison. The enhancer with
r = 32 is used. The best result in each dataset is marked in
bold. Closed-vocabulary detectors achieve significantly lower
APm compared to the proposed method.

We try to treat the target objects in each dataset as an ob-
ject category, and adapt state-of-the-art closed-vocabulary
detection models to detect them. We use the same adap-
tation setting and the same number of training iterations,
learning rate, and batch size for fair comparison. Specif-
ically, we use Faster-RCNN [16] model with ResNet-
50 or ResNet-101 [4] backbone and feature pyramid net-
work [12], and YOLOv8 [7] of small (YOLOv8s) or large
(YOLOv8l) variants. Both models are trained on MSCOCO



Scenes100-001 Scenes100-019 Scenes100-046 Scenes100-050 Scenes100-093
(a) Results on Scenes100 dataset [18] using initial prompt “person · vehicle ·”. Bounding boxes that overlap with the pre-defined non-annotation regions
are removed.

HOIST-001 HOIST-002 HOIST-003 HOIST-004 HOIST-005
(b) Results on HOIST dataset [15] using initial prompt “hand-held object ·”.

Figure 1. Qualitative results on several videos from different datasets. Each column of three images is from one video. The video IDs of
HOIST are renamed for better readability. Please refer to the supplement for the original IDs. The images show the ground-truth bounding
boxes, the detected bounding boxes from the pre-trained GroundingDINO model, and the detected bounding boxes from the model with
an adaptively trained prompt enhancer. Please refer to Sec. 3 for more details. This figure is best viewed on color screens.

dataset [11]. For each model, we use a new classification
head, which only has one object category, and finetune the
whole network on the training images. Faster-RCNN and
YOLOv8 use their corresponding sets of loss functions that
are different from GroundingDINO [13].

The detection performance is compared in Table 2. It is
clear that closed-vocabulary detectors fall behind adapted
GroundingDINO by a significant margin. Faster-RCNN
achieves acceptable performance on all datasets but HOIST,
where the target objects still belong to certain categories.
However, on HOIST dataset, where the target object is
a more abstract concept of hand-held objects, all closed-
vocabulary models get low APm. Please note that those
two detection models are based on convolution operation,
and both have considerably fewer parameters than Ground-

ingDINO. Closed-vocabulary detectors have different over-
all architectures and training procedures than OVDs. Yet, it
still shows the benefits of adapting an OVD model with a
lightweight enhancer for such difficult detection tasks.

5. Results on ODinW-13 dataset
ODinW is a suite of datasets covering a wide range of do-
mains. We report the average APm of our enhancer with
r = 16 on the subset of 13 ODinW datasets [10] and com-
pare with ResTuning [6], BitFit [2], and LoRA [5]. The
initial prompt for each dataset in ODinW-13 is presented in
Table 4. We construct the prompts based on the categories
in each dataset or a general term for all classes in the case
of Pascal VOC. The results are present in Table 3.

The results show that our enhancer outperforms all other



EgoPER-001 EgoPER-002 EgoPER-003 EgoPER-004 EgoPER-005

(c) Results on EgoPER dataset [8] using initial prompt ”kitchen object .”.

Figure 1. Qualitative results on several videos from different datasets. Each column of three images is from one video. The video IDs
of EgoPER are renamed for better readability. Please refer to Sec. 6 for the original IDs. The images show the ground-truth bounding
boxes, the detected bounding boxes from the pre-trained GroundingDINO model, and the detected bounding boxes from the model with
an adaptively trained prompt enhancer. Please refer to Sec. 3 for more details. This figure is best viewed on color screens.

methods in average APm and achieves the best APm on 7
out of 13 datasets and the second-best on 4 datasets. We can
also observe that our method improves the base model on all
datasets, whereas other methods make the base model worse
in some datasets like Rabbits, Vehicles, and Pistols. These
are easy datasets on which the base model already has high
APm; hence, bringing improvement is more challenging.

6. Original IDs of videos used in the qualitative
analysis

Here, we provide the mapping from the video IDs used in
the qualitative analysis to the corresponding original IDs for
result reproduction purposes. The mapping is given in Ta-
ble 5.
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The second-best is underlined. Our enhancer with r = 16 achieves the best average APm and the best APm on 7 out of 13 datasets.
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EgoHands hands ·
Mushrooms mushrooms ·
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Raccoon raccoon ·
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Vehicles vehicles ·
Pistols pistols ·
Pothole pothole ·
Thermal dogs in thermal images · people in thermal images ·
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