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Abstract

We propose a novel approach to supervised action seg-
mentation that explicitly models uncertainty over frame-
wise class predictions using the Dirichlet distribution. In
contrast to most SOTA methods that rely on the multi-
stage refinement of initially proposed frame labels, our ap-
proach recalibrates frame-level class distributions through
a Dirichlet diffusion process, which is analytically tractable
(closed-form) and hence computationally efficient. Dif-
fusion parameters are estimated only at a sparse set of
keyframes using a lightweight module, further reducing
memory and runtime costs. Experiments on four benchmark
datasets — Breakfast, GTEA, 50Salads, and Assemblyl01 —
show that our approach achieves superior accuracy with
fewer parameters and lower computational complexity than
existing approaches.

1. Introduction

This paper addresses supervised action segmentation in
untrimmed videos—a basic vision problem—where every
video frame is labeled with an action class. Recent work
typically uses multi-stage architectures [5, 14, 33, 48],
where frame labels predicted by the first stage are further
refined by subsequent stages. Each stage aims to capture
short- and long-range temporal dependencies for refining
frame labels, but operates on individual videos without ex-
plicitly modeling a prior over prediction uncertainty.
Following prior work, we also aim to refine the ini-
tially proposed framewise classifications — but uniquely,
we do so by incorporating a categorical prior distribution
over the predicted class probabilities at each frame. For
multi-class settings, where each frame’s prediction is a dis-
crete probability distribution across mutually exclusive ac-
tion classes, the Dirichlet distribution serves as a natural
choice for this prior, allowing us to capture epistemic un-
certainty and guide the refinement process. Instead of re-
lying on multi-stage refinement layers, we employ a dif-
fusion process guided by the Dirichlet prior — referred to
as Dirichlet diffusion [6] — to recalibrate frame-level class
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distributions. As we show, this diffusion process is analyt-
ically tractable with a closed-form solution, enabling effi-
cient computation.

The Dirichlet diffusion process is controlled by two sets
of learnable parameters o and k, as illustrated in Fig. 1.
The figure presents toy examples showing how an initial 3-
class probability distribution evolves over the simplex into
arefined distribution under different values of & and k. We
estimate these parameters only at a sparse set of keyframes
and then propagate them to the other frames for performing
the Dirichlet diffusion process on all frames. For parame-
ter estimation, we introduce a lightweight module, which is
differentiable and well integrated, end-to-end, in our action
segmentation model.

By eliminating multiple refinement stages used in SOTA
methods, we reduce memory complexity. Further runtime
reduction is achieved by estimating the Dirichlet diffusion
parameters only at a sparse set of keyframes, rather than
across all frames.
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Figure 1. Example Dirichlet diffusion trajectories in 3D simplex
space for different values of Dirichlet parameters o and . Start-
ing from an initial 3-class probability distribution (marked by a
cross), the diffusion process converges to a destination distribu-
tion (marked by a square) determined by a’s , while k’s control
the sharpness and directionality of the diffusion trajectory.

Although the first stage of our action segmentation
model, responsible for proposing initial frame-level class
distributions, can be implemented using any recent deep ar-
chitecture, we adopt the first stage of ASFormer [48] and
extend it with a lightweight module for Dirichlet parame-
ter estimation and diffusion-based class distribution refine-



ment. This integration gives rise to our model, which we
call Difformer.

Our experimental results demonstrate that Difformer
outperforms SOTA models on the benchmark Breakfast
[29], GTEA [15], 50Salads [43], and Assemblyl01 [39]
datasets, while also reducing both the number of model pa-
rameters and overall time complexity.

In the following, Sec. 2 reviews related work, Sec. 3 de-
scribes the Dirichlet diffusion, Sec. 4 specifies Difformer,
and Sec. 5 presents experimental results.

2. Related Work

Action segmentation of untrimmed videos has undergone
tremendous progress with the recent advent of multi-stage
deep models. For example, MS-TCN [14, 33] uses multi-
ple stages of temporal convolutions over increasingly longer
temporal windows. ASFormer [48] extends the Visual
Transformer [13] to the video domain, and consists of an
encoder and a sequence of decoder blocks. The encoder of
ASFormer iteratively enriches frame features through self-
attention over a pre-defined hierarchy of temporal windows.
Each decoder block of ASFormer refines predictions of the
encoder and previous decoder, and has a similar architec-
ture as the encoder. TCTr [3] has a hybrid architecture,
featuring convolution in the self-attention of a transformer.
LTContext [5] also combines a transformer with tempo-
ral convolution to iterate between computing windowed lo-
cal attention and sparse long-term context attention. Other
models focus on feature enhancement [4, 19, 32], bound-
ary refinement [25, 47], or hierarchical reasoning over ac-
tions [1, 7, 18]. DiffAct [35] is the most closely related
model to ours, since it also uses diffusion for action seg-
mentation. DiffAct uses the generative Gaussian diffusion
model of [22] for denoising a sequence of frame probabil-
ities (a.k.a. the reverse process), conditioned on the frame
features. In contrast, we resort to a deterministic Dirich-
let diffusion process that is mathematically more suitable
for modeling categorical class-assignment distributions of
video frames. Importantly, our goal is not the reverse Gaus-
sian denoising, but re-calibrating confidence of the initial
prediction in the forward Dirichlet diffusion process. Our
diffusion offers the closed-form solution resulting in a sim-
pler and lighter model than the multistage refinement with-
out needs for many iterative diffusion steps.

Aleatoric and epistemic uncertainty have been long
studied in video understanding [2, 10, 11, 20, 21, 23, 31].
Aleatoric uncertainty [24] arises from inexplicable random-
ness of data, and is typically addressed with ensemble meth-
ods or Bayesian techniques [8, 30, 38]. Epistemic un-
certainty [17, 24, 27, 37] stems from shortcomings of the
model, training procedure, or inductive bias. Approaches
to estimation of epistemic uncertainty include: variational
Bayesian methods aimed at learning a distribution of model
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parameters [16], calibration methods aimed at estimating a
distribution over prediction probabilities [ 19], and prior net-
works [26, 40, 44]. For action segmentation in [10], frame-
wise uncertainty of features is estimated with Monte-Carlo
sampling, and then used to refine action-class predictions
for every frame. Closely related to our Difformer are ap-
proaches that use Dirichlet Prior Network (DPN) [38] and
Evidence Neural Network (ENN) [40] for estimating pa-
rameters of the Dirichlet categorical distribution in order to
quantify image classification uncertainty. One difference
is that both DPN and ENN are convolutional whereas we
use a transformer-based network. Another difference is that
DPN requires external out-of-distribution (OOD) data sam-
ples in training. We adopt the ENN’s more general approach
to learning the Dirichlet parameters without using external
OOD samples.

3. Review of the Dirichlet Diffusion Process

This section briefly reviews the underlying theory of the
Dirichlet diffusion.

Letp = [p1,.. s pes---pe)T € 0,19, 5, pe
1, denote an action-class distribution predicted for an input
frame feature, € R?. Instead of considering p as a point
estimate, we model a categorical distribution of p with the
following Dirichlet distribution:

C
1
Dpie) = 5y [re (1)
c=1

where B is the beta function [28], and parameters o
{a.:a.>1, ¢=1,...,C}, denote strength of the corre-
sponding probabilities in p over the C' classes. As explained
in Sec. 4, we estimate « as a function of input frame fea-
tures, @ = a(x), and in this way seek to estimate uncer-
tainty of the prediction p. This is used to re-calibrate the
initial p by the Dirichlet diffusion.

The entropy of the Dirichlet distribution, H(c; x), can
be used to quantify uncertainty of prediction p for frame
x, where the lower the entropy the higher the confidence in
prediction. The entropy H (c; x) has the following closed
form:

C
H(o;; @) = log B()+(co—C)ip(ag) = Y _(ae—1)3b(axe),

1

(@)
where each a. = a.(x), ap = Zle ac(x), and (-) is
the digamma function [28].

Our approach uses the Dirichlet diffusion [6] to mod-
ify the initial class distribution p along a trajectory within
the simplex space, as illustrated in Fig. 1. The trajectory
follows a stochastic differential equation with the Dirichlet
distribution, given by (1), as its asymptotic solution. The

c=



update rule of the class distribution p(7) is defined as

pe(7) +dpe(T), fore=1,...,C—1, (3)
c-1 ()

where the last logit pc = 1 — >~ " p.. The offset dp,.
in (3) can be estimated as a function of & and k = {k, :
ke € (0,1), ¢ = 1,...,C — 1} parameters, where the
former govern the trajectory’s asymptotic destination point
at convergence, and the latter control the “speed” of mov-
ing along the trajectory. While we defer the derivation of
dp.(7) to the original work [6], the update rule in (3) can be
expressed as

pe(T+dr) =

p(r +dr) = p(1) + M(a, k) p(1) d7 + g(k, p(7)) nd ,
“4)
where 7 represents the Gaussian noise,  ~ N(0,1), and
the matrix M € RE*¢ and vector g € R® are computed to
ensure that Z _ 1 Pe(THdT)=1
To reduce the computatlonal cost of sampling multi-
ple stochastic trajectories in (4), in this paper, we use the
closed-form deterministic Dirichlet diffusion by estimating

the expected trajectory after a finite number of steps n as:

E[p(r+dr)| = p(r)+M(e, m)p(r)dr ()
n
= p(ndr) = (I+M(a, w)dr) p(0),  (©6)
where I is the C' x C identity matrix, and n = 400 and
dr = 10~* are empirically found as optimal. From our

experiments, the expected trajectory in (6) reduces random-
ness and thus better facilitates end-to-end learning of the
Dirichlet parameters than the stochastic diffusion in (4).

4. Overview of Difformer

Fig. 2 shows an overview of Difformer which consists of
three modules.

Our first module is equivalent to the encoder of AS-
Former [48]. Given video frame features at the input,
X ={x;:x; € RP, t =1,...,T}, the encoder provides
framewise softmax predictions over the set of action classes,
C, |C|=C, and deep features enriched with self-attention
over temporal windows with increasing sizes, {(p;, f;) :

€[0,1]¢, f, € R? t =1,...,T}. The framewise pre-
dictions of the first stage can be mapped to the MAP frame-
wise classification, Y = {§j; : §; = argmaxcecp;, t =
1,...,T}, resulting in a transcript, i.e., a sequence of pre-
dicted action segments, S = {(Js, ZS) s € C, Iy €
Ny, s=1,...,5}, where I, denotes the predicted length
of an action segment in the video. Tab. | shows that the ini-
tial prediction S from the first stage of ASFormer achieves
a high true positive rate in detecting action boundaries on
the 50Salads dataset [43].

The next module of Difformer estimates Dirichlet pa-
rameters to enable diffusion-based refinement of the pre-
dicted framewise class distributions {p, : t = 1,...,T}.
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Model
TPR@10
TPR@50

MSTCN [33]
452
77.4

LTContext [5]
40.2
78.9

ASFormer [48]
40.7
84.9

Table 1. True positive rates (TPR) of action-boundary detection by
the first stage of SOTA models within 10- and 50-frame windows
around ground-truth boundaries on the 50Salads dataset [43].

Since we empirically find that S provides reliable action-
boundary detections (see Tab. 1), we improve efficiency by
selecting a single keyframe k € [T, 7] from each
predicted action segment s € S. Dirichlet parameters are
then estimated only at these keyframes, reducing compu-
tational cost. The keyframe is chosen as the frame with
the highest classification score for the predicted class of s:
k= arg maXte[T;(ar(7T§nd] Dy t-

After selecting the keyframes, their softmax predictions
and deep features, {(p;, f) : ¥ = 1,..., 5}, are passed
to a two-layer feedforward MLP followed by the standard
Multi-Head-Self-Attention (MHSA) [45], and then input to
the Alpha and Kappa networks to predict the correspond-
ing Dirichlet parameters {ca} and {Kkj}. The Alpha and
Kappa networks have the same architecture, but do not
share the weights, and consist of one MHSA with a global
receptive field and a one-layer MLP for predicting their re-
spective outputs. In the one-layer MLP, we use the standard
sigmoid activation for predicting . For a;, we compute the
following strictly positive activation function:
k=1,...,8

(N
where 1 is the C-dimensional vector of 1’s, and 6 are the
network parameters.

For every keyframe k, the estimated o, and K, are used
in the Dirichlet diffusion process to efficienlty refine the
softmax predictions p,,, using the closed-form expression
of the Dirichlet diffusion trajectory given by (6). Finally,
we upsample the refined class distributions to all frames
as follows. All video frames belonging to the same action
segments as their keyframes inherit the corresponding dif-
fused {p,}, and the estimates {a;} and {ky}, resulting
in the framewise outputs {(p;, o4, k¢) : t = 1,...,T}.
The diffused and upsampled {p,} are used to update the
MAP framewise classification JA) . This enables re-selection
of new keyframes to pass to the new block for re-estimation
of {a;} and {ky}, and re-diffusion of {p, }.

The framewise outputs incur loss £ for our end-to-end
training of Difformer. £ includes the cross-entropy loss,
alpha loss, and kappa loss:

e (£116) = 1 + exp(AlphaNet(£,10)),

T
1
Z {ﬁcr: P, Yi) T AaLa (auyt)‘f‘)\nﬁn(ﬂt,auyt)}?
=
®)
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Figure 2. Difformer: The encoder of ASFormer [48] provides framewise class predictions. Features and predictions of keyframes, each
representing the respective action segment of the initial prediction, are passed to the diffusion module with L consecutive blocks (L = 2).
In each block, there are Multi-Head Self-Attention (MHSA) and two transformer-based networks that estimate the Dirichlet parameters o
and k for diffusing the initial class predictions of the keyframes. Video frames belonging to the same action segments as their keyframes
inherit the corresponding a’s, k’s, and diffused predictions. This incurs the cross-entropy (CE) loss, alpha loss, and kappa loss.

where y = [y1,-- -, ¥Ye - - -, yc] € {0,1}¢ denotes the one-
hot ground-truth vector, and A, and A, are positive hyper-
parameters. Loss £ supervises each block of the Diffusion
module. Below, we specify the alpha loss and kappa loss.

With L, our goal is to learn the Dirichlet parameters o
which minimize the Bayes risk of the class predictor, as in
[40]:

C 1 C
Ea(a y) = / [nyclog pc} Bia) Hp? 71dp 9)
c=1 -
~ ZC:y (W%) - w(ac))7 (10)
c=1

where in (10), we use the Dirichlet distribution D(p; ),
given by (1), as the prior of prediction p. By minimizing
Lo (o, y) in (10), we enforce that the alpha for the ground-
truth class is greater than the sum of the other alpha’s.

To specify L,;, recall that x controls the “speed” of the
Dirichlet diffusion to the asymptotic point, and that the
asymptotic point depends on . The larger the sum of all
kappa’s, the stronger the diffusion updates. It seems reason-
able to enforce the diffusion trajectory to take longer strides
toward the destination, i.e., to maximize the sum of kappa’s,
when o, for the ground-truth class y. = 1 is the largest
value in . Conversely, if the asymptotic point of the dif-
fusion trajectory disagrees with the ground truth, we would
like to minimize modification of the initial prediction p by
the diffusion, i.e., to minimize the sum of kappa’s. Thus,
we formulate £,; as

»Cn(nvavy) = _b( )

c-1
a) (Z log /<;C> , (11)
c=1
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where b(y, ) is a binary function:
_ 1 , if . = max(a) and y. =1,
by, o) = { —1 , otherwise.

12)

5. Results

Datasets include four benchmarks: Breakfast [29], GTEA
[15], 50Salads [43] and Assemblyl01 [39]. Breakfast has
1712 videos with 48 action classes, where the video lengths
vary from 30 seconds (e.g. for “cereals”) to 5 minutes (e.g.
for “pancakes”). GTEA has 28 videos showing 7 complex
activities performed by 4 different people; each activity is
specified in terms of 11 action classes including the back-
ground class. 50Salads consists of 50 videos with 17 action
classes. Assemblyl0] is the most challenging dataset, and
consists of 4136 videos with 202 action classes. For Assem-
bly101, the videos are about 6-12 minutes long; the same
action class may have many instances in a video, and tran-
scripts have on average 24 actions in the sequence. For the
Breakfast, GTEA, and 50Salads datasets, we pre-computed
MAEV2 frame features using the SOTA action recognition
model VideoMAEvV2 [46], in the same way the I3D features
[9] were extracted in [14]. For Breakfast, GTEA, and 50Sal-
ads, we perform the standard 4-fold, 4-fold, and 5-fold cross
validation, respectively, on MAEv2 features. Assembly101
has only one split, and for our evaluation we use its original
TSM features [34].

Metrics. Mean-of-Frame (MoF) is the average frame-
wise classification accuracy. Edit score counts edit oper-
ations to make the predicted and ground-truth sequences
equivalent. F1 score counts true positives when a tem-



poral intersection between the predicted and ground-truth
action segments is 10%, 25% and 50%, denoted as
F1@{10,25,50}.

Implementation details. Difformer’s first module has
the same architecture as the encoder of ASFormer [48]. For
each dataset, Difformer was trained for 120 epochs on an
NVIDIA GeForce GTX 1080 GPU, with a mini-batch of
size 1. The Alpha and Kappa networks consist of one multi-
head self-attention layer and one 1D-Convolution layer with
8 heads. Regarding the Dirichlet Diffusion process param-
eters, we use dr = 10~% and n = 400 for all datasets. We
set A\, = 0.8 and )\, = 0.1 for all datasets.

5.1. Ablation Study

The ablation study tests our individual contributions on
50Salads, as the standard dataset for evaluating ablations
in recent work [5, 48]. All results of the ablation tests are
obtained for MAEv?2 frame features.

Number of stages. Tab. 2 shows how different numbers
of the consecutive diffusion blocks in the Diffusion module
of Difformer affect its performance. With only 1 diffusion
block, Difformer with a total of 0.44M parameters gives re-
sults that come very close to those of the full ASFormer
with 1.09M parameters. As the number of the diffusion
blocks increases above 3, we observe marginal performance
gains. Therefore, as a good trade off between model com-
plexity and performance, in the remaining experiments we
use the Diffusion module with 2 diffusion blocks.

F1@{10,25,50} | Edit [ MoF | # of Parameters (M) |

‘ # of Diffusion Blocks ‘
|

\ 0 62.6 | 61.5 | 579 | 554 | 894 | 0.38 |
1 914 | 90.3 | 840 | 86.7 | 897 0.44
2 91.8 | 90.9 | 87.5 | 87.0 | 915 0.43
3 914 | 90.7 | 87.1 | 86.7 | 896 0.49

Table 2. Impact of the number of the diffusion blocks in Difformer
on our performance on 50salads. When there are no diffusion
blocks (0), Difformer is actually the encoder of ASFormer [48]. 2
blocks give a good trade off between complexity and performance.

Number of diffusion iterations. In Tab. 3, we vary the
number of diffusion steps n to update class predictions for
the keyframes, given by (6). Using « directly as output
is represented by the row with oo symbol, it is equivalent
to when the diffusion converges toward the mean of the
Dirichlet distribution. In the following, we use n = 400
steps when Difformer achieves the best performance.

Backbone Choice. Tab. 4 presents a comparison of
true positive rates (TPR) and false positive rates (FPR)
for action-boundary detection, evaluated within temporal
windows of 5, 10, and 50 frames around the ground-truth
boundaries. This comparison focuses on three state-of-the-
art (SOTA) multi-stage models after their first and third
stages. Our decision to use the encoder of ASformer as the
backbone network is based on its superior TPR@50 perfor-
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n F1@{10,25,50} Edit | MoF
100 | 903 | 89.0 | 865 | 850 | 89.8
200 | 906 | 89.0 | 86.1 | 857 | 89.7
400 | 91.8 | 90.9 | 87.5 | 87.0 | 91.5
800 | 912 | 90.6 | 87.0 | 86.6 | 90.1
oo | 89.5 | 88.1 | 85.1 | 838 | 888

Table 3. Difformer’s performance on 50Salads for different num-
bers of the Dirichlet diffusion steps n. Difformer achieves the best
performance for n = 400. co means the prediction is done using
only a without any diffusion steps.

mance among the three models after the first stage. A high
TPR combined with a low FPR is crucial in ensuring ac-
curate boundary detection while minimizing false alarms.
Our design choice to use the encoder of ASformer as our
backbone network is informed by its superior TPR@50 vs
FPR @50 trade-off among the three models after 1st stage.

Difformer shows an improvement in TPR@50, achiev-
ing 54.4 with one diffusion block and increasing to 59.7
with two diffusion blocks, while its FPR @5 decreases from
28.3 to 32.0. This consistent performance across all TPR
metrics and reductions in FPR metrics indicate the effec-
tiveness of Difformer as it progresses from its first stage
(the encoder of ASformer) to the first diffusion block, and
from the first to the second diffusion block.

Model TPR@5 | TPR@10 | TPR@50 | FPR@5 | FPR@10 | FPR@50
MSTCN [33] (1 stage) 31.2 452 714 959 94.1 89.9
MSTCN [33] (3 stages) 17.1 29.1 70.3 84.0 72.8 34.3
ASformer [48] (1 stage) 22.1 40.7 84.9 72.8 60,7 79.0
ASformer [48] (3 stages) 31.2 427 759 85.9 78.8 284
LTContext [5] (1 stage) 24.6 40.2 789 89.0 82.0 64.6
LTContext [5] (3 stages) 18.6 30.1 744 82.2 71.1 28.8
Difformer (1 diff. block) 283 449 363 712 544 62.1
Difformer (2 diff. blocks) 32.0 434 71.0 74.4 59.7 25.0

Table 4. True and false positive rates (TPR, FPR) of action-
boundary detection on 50salads after a particular stage of a given
model.

Difformer = Backbone + Diffusion module F1@{10,25,50} Edit | MoF
1st stage of MSTCN [14] + Diffusion module 86.8 | 85.1 | 79.5 | 79.7 | 89.0
1st stage of LTContext [5] + Diffusion module || 90.4 | 89.8 | 83.8 | 85.0 | 89.3
encoder of ASFormer [48] + Diffusion module || 91.8 | 90.9 | 87.5 | 87.0 | 91.5

Table 5. Difformer’s performance on 50Salads for different back-
bone networks selected as the first stage of Difformer. As the back-
bone, we use the first stage of the respective SOTA models (not full
models).

Tab. 5 evaluates performance contributions of different
backbone networks taken as the first stage of Difformer. Us-
ing the encoder of ASFormer [48] as our 1st stage gives the
best action segmentation on 50Salads.

Correction of the initial uncertainty. Fig. 3 is an
Expected Calibration Error Plot where we shows that the
Dirichlet diffusion corrects confidence in the initial frame-
wise prediction made by the first stage of Difformer. Con-
fidence is estimated as the entropy of the Dirichlet distribu-
tion of the predictions, given by (2), where the lower the en-



tropy the higher the confidence. In the figure, the x-axis nor-
malizes the entropy values of all frames from all test videos
in 50Salads into bins, from the lowest 0-5% to highest 95-
100%. The y-axis of the plot evaluates classification accu-
racy of the frames whose Dirichlet entropy falls in a partic-
ular bin. As we can see, for the bin 0-5%, the number of
incorrectly classified frames with the highest confidence in
prediction reduces after the diffusion. This suggests that the
Dirichlet diffusion corrects uncertainty after the first stage
such that the framewise class predictor is more uncertain for
incorrectly classified frames, as desirable.

e BefOre Diffusion s After Diffusion

Accuracy

0.87

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

Normalized entropy values of all frames in bins from the lowest 0-5\% to highest 95-100\%

Figure 3. Expected Calibration Error with Entropy. Classification
accuracy of all video frames from 50Salads whose Dirichlet en-
tropy, given by (2), falls in a particular bin along the x-axis. The
bins normalize the entropy values from the lowest 0-5% to highest
95-100%. For the bin 0-5%, the number of incorrectly classified
frames with the highest confidence in prediction reduces after the
diffusion. This suggests that the diffusion re-calibrates the initial
uncertainty.

Loss functions. Tab. 6 presents the effect of £, given
by (10), and L, given by (11), on Difformer’s performance.
When the two loss functions are not used, the supervi-
sion for learning the Alpha network and the Kappa network
comes only from the cross-entropy loss in (8). From Tab. 6,
regularization of learning o and k with £, and £, im-
proves results, and the best performance is achieved when
both L, and L,; are added to the cross entropy loss. Our o
and k networks estimate these values based on supervision
from the ground-truth segmentation. A deeper understand-
ing of how o and k influence the trajectories of the Dirich-
let diffusion requires further theoretical analysis beyond the
scope of our work. Alternative configurations of o and K
values may lead to different segmentations.

I3D vs. MAEvV2 frame features. Tab. 7 shows that us-
ing MAEv2 frame features as input to the SOTA models
and Difformer, across the board, gives better action seg-
mentation than I3D features [9]. MAEv2 frame features
are extracted with VidleoMAEv2 model [46] trained on the
Kinetic-700 dataset [42]. For fair comparison, we retrained
and evaluated MS-TCN [14], ASFormer [48], and LTCon-
text [5] with MAEv?2 features.

Lo | Lk F1@{10,25,50} Edit | MoF
no no 89.1 88.4 84.1 83.5 89.0
v no 90.3 89.8 85.1 85.5 90.7
no v 89.5 89.0 85.7 84.5 88.9
v v 91.8 | 909 | 875 | 87.0 | 91.5

Table 6. Regularization of learning o and « with £, and L.
improves results of Difformer on 50salads. When £, and £, are
not used, the supervision for learning the Alpha network and the
Kappa network comes only from Lcg in (8).
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(a) rgb 18-01

(b) rgb 17-02

Figure 4. Action segmentation on two example videos from 50sal-
ads (best viewed in color). (top row) Ground Truth; (2nd row from
the top) First-stage prediction by the encoder of ASFormer in Dif-
former; (3rd row from the top) First-stage confidence scores for
every frame; (4th row) Diffused prediction; (bottom row) Diffused
confidence scores for every frame.

5.2. Qualitative Results

Fig. 4 and Fig. 5 visualize our results on example videos
from 50Salads and Breakfast, respectively. Specifically, the
figures show the confidence scores associated with every
frame, and compare the action segmentation results before
and after the Diffusion module. We observe that in most
cases, the ground-truth boundaries are correctly estimated at
our first stage by the encoder of ASFormer, while the confi-
dence scores get lower at transitory moments between con-
secutive action instances in the video. From the figures, our
diffusion process corrects the initial confidence scores, and
for some segments switches their initially assigned class.
While this re-labeling of segments often improves the initial
prediction, in a few cases the initially correctly predicted
class might be switched to a wrong class. Importantly, for
wrongly classified segments, Difformer correctly estimates
high uncertainty, i.e., a low confidence score.



Dataset 50Salads GTEA Breakfast

Method F1@{10,25,50} Edit [ MoF | F1@{10,25,50} Edit [ MoF | F1@{10,25,50} Edit | MoF
MSTCN [14] 763 [ 740 [ 645 [ 679 [ 80.7 | 858 [ 83.4 [ 69.8 | 79.0 | 763 | 52.6 [ 48.1 [ 37.9 | 61.7 | 66.3
MSTCN-++ [33] 80.7 | 785 | 70.1 | 743 | 837 | 88.8 | 857 | 76.0 | 83.5 | 80.1 | 64.1 | 58.6 | 459 | 65.6 | 67.6
C2F-TCN [41] 75.6 | 727 | 612 | 69.1 | 79.6 | 89.9 | 883 | 759 | 86.8 | 79.6 | 64.9 | 60.6 | 49.7 | 632 | 702
BCN [47] 823 | 813 | 740 | 743 | 844 | 885 | 87.1 | 77.3 | 844 | 798 | 68.7 | 655 | 550 | 662 | 70.4
ASRF [25] 849 | 835 | 773 | 793 | 845 | 89.4 | 87.8 | 79.8 | 837 | 773 | 743 | 689 | 56.1 | 724 | 67.6
HASR [1] 86.6 | 857 | 785 | 81.0 | 83.9 | 90.9 | 88.6 | 76.4 | 87.5 | 78.7 | 747 | 69.5 | 57.0 | 719 | 69.4
SSTDA [12] 83.0 | 815 | 73.8 | 75.8 | 832 | 90.0 | 89.1 | 78.0 | 862 | 79.8 | 75.0 | 69.1 | 552 | 73.7 | 70.2
G2L [18] 803 | 780 | 69.8 | 734 | 822 | 89.9 | 87.3 | 75.8 | 84.6 | 78.5 | 749 | 69.0 | 552 | 733 | 70.7
UVAST [7] 812 | 70.4 | 839 | 77.1 | 69.7 | 927 | 913 | 81.0 | 92.1 | 80.2 | 76.7 | 70.0 | 56.6 | 68.2 | 68.2
ASFormer [48] 85.1 | 834 | 76.0 | 79.6 | 856 | 90.1 | 88.8 | 79.2 | 84.6 | 79.7 | 76.0 | 70.6 | 574 | 750 | 73.5
TCTr [3] 875 | 86.1 | 802 | 834 | 86.6 | 93.7 | 92.4 | 840 | 913 | 813 | 76.6 | 71.1 | 585 | 76.1 | 77.5
FACT [36] 855 | 834 | 774 | 792 | 868 | 93.5 | 92.1 | 841 | 914 | 86.1 | 814 | 76.5 | 66.2 | 79.7 | 76.2
LTContext [5] 894 | 87.7 | 820 | 832 | 87.7 | - - - - - | 776 | 726 | 60.1 | 77.0 | 742
DiffAct [35] 90.1 | 89.2 | 83.7 | 85.0 | 889 | 92.5 | 915 | 847 | 89.6 | 82.2 | 80.3 | 75.9 | 64.6 | 784 | 76.4
Difformer(I3D) 90.3 | 894 | 853 | 852 | 89.2 | 931 | 91.8 | 85.0 | 90.5 | 82.3 | 80.7 | 76.1 | 64.8 | 784 | 77.2

[ Bridge-Prompt [32] [[ 89.2 [ 878 [ 813 [ 838 [ 881 [ 941 [ 92080916812 ] - [ - [ - [ - ] - ]

MSTCN (MAEv2) 856 [ 84.0 [ 781 [ 787 [ 87.7 [ 927 [ 91.4 [ 85.0 | 89.9 [ 81.8 [ 62.1 [ 572 [ 46.1 [ 672 | 69.5
ASFormer (MAEv2) || 89.7 | 88.6 | 84.5 | 840 | 89.9 | 93.4 | 926 | 85.1 | 903 | 821 | 77.2 | 72.0 | 592 | 756 | 75.8
LTContext (MAEv2) || 89.5 | 87.9 | 83.1 | 839 | 89.1 - - - - - | 80.8 | 759 | 63.1 | 76.0 | 76.1
FACT (MAEv2) 89.9 | 885 | 847 | 845 | 89.3 | 94.7 | 937 | 864 | 93.4 | 86.7 | 80.9 | 76.3 | 655 | 794 | 77.8
DiffAct (MAEv2) 922 | 90.8 | 86.5 | 87.3 | 892 | 93.8 | 932 | 87.5 | 91.9 | 824 | 803 | 76.1 | 649 | 78.6 | 77.2
Difformer(MAEv2) || 92.3 | 90.9 | 87.5 | 87.0 | 91.5 | 94.5 | 93.9 | 87.9 | 92.0 | 82.8 | 81.2 | 76.6 | 651 | 789 | 77.7

Table 7. Comparison of Difformer with the SOTA models on 50Salads, GTEA and Breakfast, when using the I3D (top) and MAEv2
(bottom) frame features as input. The best results are colored bold black, and the second best are italic.

““»MJW’“\W\/“M\A/““'\wayﬁwf\ﬁ"m
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8

(b) P41 stereo01 Juice

Figure 5. Action segmentation on two example videos from
Breakfast (best viewed in color). (top row) Ground Truth; (2nd
row from the top) First-stage prediction by the encoder of AS-
Former in Difformer; (3rd row from the top) First-stage confidence
scores for every frame; (4th row) Diffused prediction; (bottom
row) Diffused confidence scores for every frame.

5.3. Comparison with SOTA

Tab. 7 compares Difformer with the SOTA action seg-
menters, reviewed in Sec. 2, on the 50Salads, GTEA, and
Breakfast datasets. The table is divided into three sec-
tions based on the type of frame features used as input:

the top section reports results for I3D features, the mid-
dle for Bridge-Prompt features, and the bottom for MAEv2
features. With I3D features, Difformer outperforms most
competing methods, second only to FACT [36], while offer-
ing significantly lower complexity, as highlighted in Tab. 9.
When using MAEvV2 features, Difformer closes the gap and
achieves notable improvements across all datasets and met-
rics. Furthermore, Difformer consistently outperforms Dif-
fAct, demonstrating the effectiveness of Dirichlet diffusion
over Gaussian diffusion for refining categorical predictions
in action segmentation.

Tab. 8 and Tab. 9 compare the performance and complex-
ity of Difformer with those of the SOTA models. It is worth
noting that this comparison is constrained to using the re-
sults reported in the literature on different datasets and dif-
ferent frame features — hence, splitting the comparison of
complexity into two tables. Specifically, Tab. 8 compares
Difformer and the SOTA action segmenters that reported
their results and complexity on Assemblyl01 for the TSM
frame features at the input. Tab. 9 compares Difformer and
the SOTA models that reported their results and complexity
on 50Salads for the I3D frame features at the input. Dif-
former has the least amount of parameters and achieves the
best performance on both datasets.

6. Conclusion

We have proposed Difformer — a new model for action seg-
mentation that refines the initial prediction of frame classes
made by the first stage of a SOTA model using Dirich-
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Method F1@{10,25,50} Edit | MoF | # of Parameters (M)
MSTCN++ [33] || 31.6 | 27.8 | 20.6 | 30.7 | 37.1 1.08
UVAST [7] 32.1 | 2831208 | 31.5 | 374 1.22
ASFormer [48] 334 (292 | 214|305 | 388 1.13
LTContext [5] 33.9 | 30.0 | 22.6 | 304 | 41.2 0.72
Difformer 34.6 | 30.8 | 23.5 | 31.3 | 42.2 0.60

Table 8. Comparison of Difformer with the SOTA models on As-
sembly101, when using the TSM frame features as input. Dif-
former has the least amount of parameters and achieves the best
performance. The best results are in bold, and the second-best are
in italics.

Method MoF || # Parameters | FLOPS
ASFormer [48] 79.7 1.09M 5.77G
DiffAct [35] 88.9 0.975M 9.40G
FACT [36] 86.8 1.9M 5.5G
LTContext [5] 87.7 0.66M 8.56G
Difformer (I3D) || 89.2 0.48M 2.45G

Table 9. Comparison of Difformer with the SOTA models on
50Salads, for the I3D frame features. Difformer has the least
amount of parameters, smallest number of average FLOPs, the
shortest average inference time, and achieves the best MoF.

let diffusion. Instead of treating these predictions as point
estimates, we diffuse the framewise class distributions us-
ing their Dirichlet prior in the categorical space. For effi-
ciency, the parameters of the Dirichlet prior are estimated
only at keyframes using two transformer-based networks,
instead of all frames. Difformer significantly reduces model
complexity relative to the SOTA approaches which require
multiple stages for refining the initial prediction. More-
over, due to our deterministic, closed-form Dirichlet dif-
fusion and design choice to diffuse only keyframes, Dif-
former has a significantly lower computational complexity
than SOTA. Our ablation study on 50Salads demonstrates
that Difformer successfully increases true positive rate and
decreases false positive rate of action boundary detection af-
ter the initial prediction. A comparison with SOTA on four
benchmark datasets, including the largest Assembly101, in-
dicates that Difformer achieves the best performance with
the least complexity.
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