
Deep Preset: Blending and Retouching Photos with Color Style Transfer

Man M. Ho

Hosei University

Tokyo, Japan

man.hominh.6m@stu.hosei.ac.jp

Jinjia Zhou

Hosei University

Tokyo, Japan

jinjia.zhou.35@hosei.ac.jp

Abstract

End-users, without knowledge in photography, desire to

beautify their photos to have a similar color style as a well-

retouched reference. However, recent works in image style

transfer are overused. They usually synthesize undesirable

results due to transferring exact colors to the wrong desti-

nation. It becomes even worse in sensitive cases such as

portraits. In this work, we concentrate on learning low-

level image transformation, especially color-shifting meth-

ods, rather than contextual features matching, then present

a novel supervised approach for color style transfer. Fur-

thermore, we propose a color style transfer named Deep

Preset designed to 1) generalize the features representing

the color transformation from content with natural colors

to retouched reference, then blend it into the contextual

features of content, 2) predict hyper-parameters (settings

or preset) of the applied low-level color transformation

methods, 3) stylize content image to have a similar color

style as reference. We script Lightroom, a powerful tool

in editing photos, to generate 600,000 training samples us-

ing 1,200 images from the Flick2K dataset and 500 user-

generated presets with 69 settings. Experimental results

show that our Deep Preset outperforms the previous works

in color style transfer quantitatively and qualitatively. Our

work is available at https://minhmanho.github.

io/deep_preset/.

1. Introduction

Everyone has their life’s precious moments captured in

photographs. It may tell stories about old memories such

as a wedding, a birthday party. Although modern cameras

have many techniques to correct the colors and enhance im-

age quality, the natural color style may not express the sto-

ries well. Therefore, many powerful tools in editing pho-

tos (e.g., Lightroom [1]) have been released to enrich the

preciousness of photographs. However, professional tools

require professional skills and knowledge in photography.

It causes the end-users difficulty in making their photos

Figure 1. Expert C [5] retouched a raw photo (left) to have a better

natural-looking (middle) using global adjustments. Beyond color

correction, the photo can provide better vibes using both global

and local adjustments as presets shared over the internet; for ex-

ample, a vintage style (right). It can even change the targeted

colors (the whales) without distortion creating a novel supervised

approach for color style transfer.

prettier, creating an unexpected color style. Motivated by

that, many photo applications provide fixed filters to beau-

tify photos conveniently. Unfortunately, the filters are lim-

ited and do not meet the user’s expectations sometimes.

Regularly, experienced users try to mimic a well-retouched

photo’s color style, giving an overall image of their intended

color style. It reveals a correlation between human behavior

and the color style transfer task. Inspired by that correlation,

we present a supervised approach for color style transfer

based on blending and retouching photos. Additionally, we

design a specific neural network named Deep Preset to styl-

ize photos and predict the low-level image transformation

behind a well-retouched photo.

Color correctness and blending. Nowadays, most dig-
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Figure 2. Our overall concept and the problems of previous works Reinhard et. al. [19], Monge-Kantorovitch Linear (MKL) [15], Fast

Photo Style (FPS) [12], WCT2 [22], PhotoNAS [4] shown with PSNR" / LPIPS# [23]. (" : higher is better, #: lower is better).

ital cameras have post-processing techniques to address the

shortcomings of the sensor. It provides natural colors for

the captured pictures before saving. Unfortunately, the raw

photos may not fully show what human eyes actually ob-

serve due to a lack of light exposure, low-cost devices, etc.

Experienced users then use professional tools to manually

correct the global toner (e.g., lightness, white balance, con-

trast, etc.). Hence, the users’ photo adjustments in cor-

recting colors become valuable to the community wishing

computers can replace humans to handle it automatically.

It motivates Bychkovsky et al. [5] to create a high-quality

reference dataset MIT-Adobe FiveK by asking five photog-

raphy students to retouch raw images. Their work opens a

supervised approach for correcting colors and predicting a

reasonable photo adjustment. Thanks to the development

of deep learning, the problems in automatic color correc-

tion are handled surprisingly well. As an example, Afifi

et. al. proposed methods to correct exposure [3] and white-

balance [2]. The Exposure of Hu et al. [8] directly predicts a

set of photo adjustment operations retouching big size pho-

tos in real-time. Additionally, their work provides users a

scheme being able to adjust the photo afterward. Since the

mentioned works are color correction for raw images, they

only adjust global toner to avoid local changes retaining the

original and consistency of taken colors, providing a natu-

ralness. In our work, beyond color correction and global

adjustments, we also exploit other blending styles and lo-

cal adjustments, presenting a novel scheme for color style

transfer. In reality, besides the style of naturalness, the ex-

perienced users blend the colors according to their purposes

using not only global adjustment (e.g., Brightness, Con-

trast, Saturation, etc.) but also local adjustments (e.g., Red

Hue Shifting, Blue Saturation Adjustment). For example, a

memorial photo is retouched for a vintage style telling an

old story with a nostalgic vibe; besides, the local adjust-

ment helps to change the blue colors of the whales to green

ones, as shown in Figure 1. After done photo adjusting,

all adjustments will be stored as settings (preset) represent-

ing low-level color transformation methods. Usually, on the

internet, a preset is shared with a photo retouched by that

preset, helping end-users without photography knowledge

to understand the color style before using. It opens a novel

scheme in generating photos having the homologous color

style for training. The ill-posed problem is how to gener-

alize features representing color transformation, even when

the image content is different, and build an efficient color

style transfer. In this work, we consider two approaches:

1) Let the proposed Deep Preset predict the applied preset,

which is photo adjustments behind the retouched reference.

The extracted features from various image contents thus de-

fine the transformation. However, predicting an accurate

preset is a difficult issue; we thus 2) add a Positive Pair-wise

Loss (PPL) function to minimize distances between same-

preset-applied photos in latent space. Consequently, the ex-

tracted features are robust, enhancing color style transfer for

our Deep Preset.

Photorealistic Color/Style Transfer (PCT/PST). In

prior global color transfer works, Reinhard et al. [19] first

proposed a low-level computational color transfer method

by matching mean and standard deviation. Afterward,

Pitie et al. made many efforts in automated color trans-

fer [17, 16, 18] and introduced a transformation based on

Monge-Kantorovitch Linear (MKL) [15]. Nowadays, these

traditional works are still useful in other fields, such as cre-

ating an image harmonization dataset [6]. Adopting the suc-

cess of deep learning techniques, Gatys et al. [7] present

an optimization-based method Neural Style Transfer (NST)

transferring an artistic style into a photo using convolu-

tional neural networks. Thanks to the surprising perfor-

mance of NST, the style transfer field gains huge atten-

tion from researchers around the world afterward and is

growing rapidly. For example, Johnson et al. [10] achieve

real-time performance in style transfer using a feed-forward

deep neural network. Huang et al. [9] create a novel way to

transform contextual features based on mean and standard

deviation (AdaIN); meanwhile, Li et al. [11] apply whiten-
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