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Abstract

In this paper, we propose a novel model FTransGAN that

can transfer font styles between different languages by ob-

serving only a few samples. The automatic generation of

a new font library is a challenging task and has been at-

tracting many researchers’ interests. Most previous works

addressed this problem by transferring the style of the given

subset to the content of unseen ones. Nevertheless, they only

focused on the font style transfer in the same language. In

many tasks, we need to learn the font information from one

language and then apply it to other languages. It’s diffi-

cult for the existing methods to do such tasks. To solve this

problem, we specifically design our network into a multi-

level attention form to capture both local and global fea-

tures of the style images. To verify the generative ability of

our model, we construct an experimental font dataset which

includes 847 fonts, each of them containing English and

Chinese characters with the same style. Experimental re-

sults show that compared with the state-of-the-art models,

our model generates 80.3% of all user preferred images.

1. Introduction

Fonts are significant visual design that can deliver in-

formation like whether the current content is serious or ca-

sual, some artistic fonts can even create a scary or play-

ful atmosphere. However, designing a new font is a time-

consuming job because many factors like stroke, decora-

tion, effect should be considered. Besides, all characters in

the same font must be designed in a coherent style and suit-

able size. Many large font libraries may contain thousands

of characters from multiple languages (e.g., Microsoft Ya-

Hei contains more than 20,000 characters composed by Chi-

nese, Japanese, Korean, Latin, Greek. . . ). Artists spend a

long time maintaining a coherent style among these charac-

ters to make them visually compatible. This labor-intensive

process may cause many problems, especially in many sce-

narios, designers will only design glyph images in one lan-

guage, it may take a lot of time to extend the style to other

languages later.

Figure 1. Several application examples. The English letters on the

red background are style images, and the Chinese characters on

the green background are content images. The rest are the images

generated by our proposed FTransGAN. It extracts font informa-

tion from a few observed English letters and applies extracted style

to the given Chinese characters automatically. The Chinese in the

figure means ”WACV”.

With the rise of deep neural networks, Automatic font

generation without human intervention becomes possible.

They considered the transfer of shape and texture at the

same time in an end-to-end manner. Early methods [4, 17,

23, 29] have been proposed to generate the entire font li-

brary by observing a subset of it. These methods consider

font style transfer as an image-to-image translation [16] or

a cGAN [9, 24] task. While these image-to-image trans-

lation based methods have shown the remarkable genera-

tive ability, they still have several significant disadvantages.

First, the training process is divided into two stages. Usu-

ally, they pre-train models on a large dataset, then to some

specific task, these models must be fine-tuned, which makes

them less practical when computing resources are limited.

Second, during the fine-tuning stage, hundreds of training

samples are required. Creating these training samples is an-

other labor-intensive job. Recently, several few-shot learn-

ing methods have been proposed [1, 3, 7, 21, 27, 35, 37],

their models can build a high-quality font library by observ-

ing only a few samples.

Nevertheless, all the above methods only transfer style in

the same language. In the real world, artists usually design a

font for only one language, and extending the style to other

languages is a time-consuming work. The title of movie
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poster is a good example, an international movie requires

posters in many languages with the same style, but it takes

artists the same time and energy to design each of them.

Thus, a model that can learn style information from another

language is necessary. However, the characters of differ-

ent languages may be dramatically dissimilar. More specif-

ically, some components of Chinese characters are compli-

cated and do not appear in English letters. Furthermore,

unlike artistic style transfer tasks [8, 18] that only need to

consider global style information, the style of the font is of-

ten composed of local (e.g., decoration, stroke, thickness)

and global features (e.g., shape, effect). Therefore, learning

style from characters of another language is difficult and re-

quires a model that can learn some essential characteristics.

To address this problem, we propose a novel model,

FTransGAN (Font Translator GAN) that can generate a

high-quality font library by observing only a few samples

from other languages. Unlike existing methods [7, 37] that

rely heavily on fine-tuning, our model only needs a forward

pass to generate images when testing. This means that it

can be applied to some real-time systems. We use two en-

coders to extract the style and content representation respec-

tively. Then we simply concatenate and input them into a

decoder. Besides, two discriminators are designed to check

the matching degree from the style and content perspec-

tive separately. We specifically designed the style encoder

by using two modules: Context-aware Attention Network

and Layer Attention Network, they work together to cap-

ture both the local and global style features. We believe this

multi-level attention design can make our model more flexi-

ble when dealing with an arbitrary style input. Experimental

results on the collected multi-language dataset show a high

visual quality for both handwritten fonts and printing fonts.

We illustrate some application examples in Figure 1. The

main contributions of this work are summarized as follows:

• We develop a novel model, FTransGAN, and first ap-

ply an end-to-end solution to cross-language font style

transfer.

• We introduce two novel modules, Context-aware At-

tention Network and Layer Attention Network to cap-

ture both local and global style features simultane-

ously.

• The architecture of the proposed model allows an ar-

bitrary number of input style images, so it can transfer

styles between any languages without being limited by

the number of characters.

• We construct a new multi-language glyph image

dataset which consists of 847 fonts, each with 52 En-

glish letters and more than 1000 Chinese characters.

Our FTransGAN code and dataset are available at

https://github.com/ligoudaner377/font translator GAN.

2. Related Work

2.1. Style Transfer

Style transfer methods [8, 18] apply the style from one

image to another one. The input usually consists of a con-

tent image and a style image. Then, they obtain the output

by optimizing content loss and style loss. Content loss is

the distance of activations at each location of two feature

maps. Style loss can be calculated by comparing the sum-

mary statistics of each layer. Huang and Belongie proposed

the adaptive instance normalization [14] that can adapt to

arbitrary new styles. Recently Gu et al. [10] introduced an

arbitrary style transfer method by reshuffling deep features

of the style image. However, these methods are mainly de-

signed for artworks and they usually define style as a set

of colors and textures. As mentioned before, the style of

font is more abstract and composed of local and global fea-

tures. Hence, these methods can’t be applied to the font

style transfer directly.

2.2. Image­to­Image Translation

Pix2Pix [16] and CycleGAN [38] proposed a general

image-to-image translation frame that aims to learn the

mapping between two domains. The data of the former is

paired, while the latter is unpaired. Liu and Tuzel proposed

the coupled GAN (CoGAN) [22] which learns a joint distri-

bution of two domains by weight sharing. However, these

models can only translate the image between two domains.

Moreover, these methods usually require a large number of

training data, which is less practical. starGAN [5] solved

the first problem by adding domain information to the gen-

erator. But the generative ability of their model is limited

to several domains, in other words, it cannot generate im-

ages of unknown domains. Recently, FUNIT [21] proposed

a few-shot unsupervised image generation method. They

used an encoder to extract domain information from several

images instead of adding it to the generator directly.

2.3. Attention Mechanism

Attention mechanism [2] was first proposed in NLP field

to alleviate the damage caused by a fixed-length vector in

the encoder-decoder architecture. This mechanism allows

the machine to focus on certain words. Xu et al. [31] ap-

plied an attention network to the visual field, tackling the

image captioning problem. Yu et al. [33] proposed a multi-

level attention network to obtain both spatial information

and semantic information from one image. More recently,

Vaswani et al. [30] made many breakthroughs in the NLP

field by leveraging the self-attention module. SAGAN [34]

successfully applied the self-attention layer to the image

generation task later.
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Figure 2. Overview of our proposed FTransGAN. Each time we randomly select K style images from the dataset as the style input, and

one content image from the source font as the content input, content images and style images are from different languages, then input them

into the generator. Two discriminators check the matching degree of the style perspective and content perspective, respectively.

2.4. Font Generation

Font generation can be considered as a special case of

image style transfer. Traditional methods [28] mainly re-

lied on the shape modeling of outlines. Zhou et al. [36]

proposed a Chinese character radical composition model to

generate handwritten fonts.

More recently, Deep Neural Networks (DNNs) [19]

based methods [4, 17, 23, 29] have achieved significant

progress. They directly adopted the image-to-image trans-

lation architecture. Where the condition is one character

from a source font A, and the output should match the cor-

responding character in target font B. Lian et al. [20] used a

DNN to extract the stroke from the user’s handwritten font

and apply it to the left characters. Also, several models

[1, 3, 7, 27, 35, 37] have been reported for few-shot font

generation. Their models can generate an entire font library

by using only a few samples, MC-GAN [1] proposed the

first end-to-end solution to synthesizing artistic font. How-

ever, the number of input and output images is fixed (26 En-

glish capital letters), which means that their method cannot

handle a large font library (e.g., Chinese) due to the limita-

tion of this architecture. AGIS-Net [7] and EMD [35] can

also be considered as an image-to-image translation task.

The difference is these models take 2 conditions, which are

style and content images. The output glyph should be the

combination of two sets of conditions. Recently, Cha et

al. [3] achieved significant progress by utilizing the com-

positionality of compositional scripts. Zhu et al. proposed

the Deep Feature Similarity architecture [37] by leverag-

ing the feature similarity between the input content images

and style images to generate the target image. However,

they can’t perform well to the constructed multi-language

dataset, as observed in our experimental results.

3. Method Description

Like other few-shot font generation methods, our goal is

to generate glyph images by taking two conditions which

are style and content images. We regard the glyph image

generation as the process of solving a conditional proba-

bility p(x|s, c). Where x is the target image, c is the con-

tent image in a standard style (e.g., Microsoft YaHei) and

s is the set of style images {s1, s2, . . . , sK}, they share the

same style but different content. The content images are

only used for indexing the category of characters. Previous

works [7, 37] have verified that the style or font of the con-

tent images will not significantly change the final results.

The reason why there is only one content image, but multi-

ple style images is because usually humans only need one

image to identify the content, but we need several images

to extract a common style. Considering our task is to learn

font style information between different languages, the con-

tent and style images should come from different languages.

For example, if the content image is a Chinese character, the

style images should be composed of English letters, vice

versa. To train our FTransGAN, we randomly select a set

of style images and one content image from our dataset and

input them to the model. During testing, we provide the

model a few images with a novel style or content. We con-

sider that the size of all input and output images is 64×64

in gray-scale.

As shown in Figure 2 and Figure 3, our model has a

Generator G and two discriminators: Content Discriminator

Dcontent, and Style Discriminator Dstyle. Two discriminators

follow the design of PatchGAN [16] to check the real and

fake patches locally. The Generator G consists of a style

encoder, a content encoder, and a decoder. Two encoders

extract the style representation and content representation

respectively, then the decoder will take the extracted infor-
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Figure 3. Overview of the proposed Generator G.

mation and generate the target image. The content encoder

is made of three convolutional layers with each follow by

BatchNorm [15] and ReLU, and the decoder consists of

six ResNet [11] blocks and three up-convolutional layers

likewise followed by BatchNorm and ReLU. Inspired by

Yang et al. [32] and Yu et al. [33], we specifically design

the style encoder into a multi-level attention form by us-

ing two different attention modules, Context-aware Atten-

tion Network and Layer Attention Network to capture both

local and global style features. It first maps each style image

{s1, s2, . . . , sK} to a feature vector and then computes the

mean of them to get the final style feature vector zs. More

details are given in section 3.1 and 3.2.

3.1. Context­aware Attention Network

As shown in Figure 3, the style encoder has three par-

allel Context-aware Attention Blocks. They have 13×13,

21×21, 37×37 receptive fields respectively. So, the shal-

lower layer can only see local features, while the deeper

layer can see almost the entire image. Figure 4 shows the

details of the Context-aware Attention Block. The input is a

feature map with a size of C×H×W given by the last convo-

lutional layer. Where C, H, W denote the number of chan-

nels, height, and width respectively. Here, we denote each

region of the feature map as {vr, r = 1, 2, . . . , H × W}.

First, unlike previous works [32, 33] using an LSTM [13]

or GRU [6] block to obtain context information recurrently,

for better computing efficiency, we incorporate the context

information into the feature map from each region by a Self-

Attention [34] layer, which is given by:

hr = SA(vr), (1)

where SA denotes the Self-Attention layer, the new fea-

tures vectors hr contain not only the information limited

to their receptive fields but also the contextual information

from other regions.

Figure 4. Architecture of the proposed Context-aware Attention

Network.

Figure 5. Architecture of the proposed Layer Attention Network.

Second, we introduce the attention mechanism to assign

each region a score, because we believe that not all regions

have the same contribution. Specifically,

ur = tanh(Wchr + bc), (2)

ar = softmax(uT
r uc), (3)

f =
∑

H×W

arvr. (4)

That is, we input the contextual vector hr into a one-layer

neural network to get ur as a latent representation of hr.

Then, a context vector uc is employed to measure the im-

portance of the current region, uc is randomly initialized

and jointly trained with the entire model. After that, we can

obtain the normalized attention score by a softmax layer.

Last, we compute a feature vector f as a weighted sum of

each region vr. Note that we have three parallel Context-

aware Attention Networks, so finally we can obtain three

feature vectors f1, f2, f3.

3.2. Layer Attention Network

Given a style image, should the machine focus on the

local or global feature? We believe this depends on the im-

age itself. Based on this assumption, we design the Layer

Attention Network.

As shown in Figure 5, it takes four inputs, they are fea-

ture map fm, given by the last convolutional layer, and three
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feature vectors f1, f2, f3 given by Context-aware Atten-

tion Networks. We employ a one-layer neural network here

to assign each feature vector a score. These scores explic-

itly indicate which feature level the model should focus on.

Specifically,

w1, w2, w3 = softmax(tanh(Wlfm + bl)), (5)

z =

3∑

i=1

wifi, (6)

where w1,w2,w3 are three normalized scores given by a

neural network, and z is the weighted sum of three feature

vectors. Note that each time, the style encoder will accept

K images, so the final latent code zs is the mean of all vec-

tor z:

zs =
1

K

∑

K

zk. (7)

Besides, the size of the content code is C×H×W, but the

style code zs is a C-dimensional vector. We copy zs sev-

eral times to match their size. After obtaining the content

code zc and expanded style code zs, we simply concatenate

and input them into the decoder. The decoder will generate

images based on the style code zs and the content code zc.

3.3. End­to­End Training

As mentioned before, our model consists of two dis-

criminators Dcontent and Dstyle. They have almost the

same architecture that consists of several convolutional lay-

ers. Dcontent takes generated image and content image and

checks whether they are the same character, while Dstyle

takes generated image and style image and checks whether

they are the same style or not. We directly concatenate these

images in the channel dimension to input to the discrimina-

tors. The entire model is jointly trained in an end-to-end

manner.

The objective function of our model consists of three

terms: L1 loss, style loss Lstyle, content loss Lcontent,

L = λ1L1 + λsLstyle + λcLcontent, (8)

where λ1, λs, λc are three weights for balancing these

terms. For higher quality results and to stabilize GAN train-

ing, both Lcontent and Lstyle use hinge loss [25] functions:

Lcontent = LcontentD + LcontentG,

LcontentG = −Ex,c∼P (x,c)[Dcontent(x, c)],

LcontentD = −Ex̂,c∼P (x̂,c)[min(0, Dcontent(x̂, c)− 1)]

− Ex,c∼P (x,c)[min(0,−Dcontent(x, c)− 1)],

(9)

Lstyle = LstyleD + LstyleG,

LstyleG = −Ex,s∼P (x,s)[Dstyle(x, s)],

LstyleD = −Ex̂,s∼P (x̂,s)[min(0, Dstyle(x̂, s)− 1)]

− Ex,s∼P (x,s)[min(0,−Dstyle(x, s)− 1)],

(10)

Figure 6. Examples of the font dataset that we constructed for our

experiments. (a) Style images from several fonts, (b) Several con-

tent images from an ordinary font, (c) Ground truth images, S1 is

used for training, S2 and S3 are used for testing unknown content

and unknown style respectively.

where x̂ is the ground truth images, and x is the gener-

ated images, c and s denote the content and style images

respectively. To stabilize our training, we also use an L1

loss in our objective function to compute the pixel-wise er-

ror between generated images and the ground truth images:

L1 = Ex̂,x∼P (x̂,x)[‖x− x̂‖1]. (11)

4. Experiments

Next, we demonstrate the generative ability of the pro-

posed FTransGAN compared with several state-of-the-art

models. In the following experiments, we have set λ1 = 100,

λc = λs = 1 and K = 6. For both our model and competitors,

we have trained them for 20 epochs with the learning rate

lr = 0.0002.

4.1. Font Dataset

To evaluate the performance of our model, we construct

a dataset including 847 gray-scale fonts (style input) each

with approximately 1000 commonly used Chinese charac-

ters and 52 Latin letters in the same style. As mentioned

before, we also use an ordinary font (e.g., Microsoft YaHei)

as our content input, it is only used for indexing the category

of the character that we want to synthesize. We process the

dataset by finding a bounding box around each glyph and

resize it so that the larger dimension reaches 64 pixels, then

pad to create 64×64 glyph images.

Next, we use English letters as the style input and Chi-

nese characters as the content input. The model needs to

transfer the style of English letters to Chinese characters.

The reason for designing the experiment in this way is Chi-

nese characters are usually more complicated than English

letters and contain some features that English letters do not
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Pixel-level Content-aware Style-aware

↓MAE ↑SSIM ↑MS-SSIM ↑Accuracy(%) ↓mFID ↑Accuracy(%) ↓mFID

Evaluation on the unseen character images

EMD [35] 0.117 0.497 0.467 81.2 116.9 24.4 597.1

DFS [37] 0.185 0.303 0.231 89.2 150.0 2.7 820.6

Ours 0.121 0.501 0.493 97.0 49.8 58.1 308.9

Evaluation on the unseen style images

EMD [35] 0.166 0.384 0.388 85.5 184.4 4.4 623.2

DFS [37] 0.214 0.231 0.201 91.7 230.7 0.7 662.4

Ours 0.179 0.368 0.382 99.8 97.8 11.7 418.8

Table 1. Quantitative Evaluation on the proposed multi-language dataset. We evaluate the models on both the unseen characters and unseen

styles. ↑ means larger numbers are better, ↓ means smaller numbers are better.

Figure 7. Visual comparison of our FTransGAN (4th rows) with EMD [35] (2nd rows) and DFS [37] (3rd rows), the observed style

images are illustrated in the 1st rows and the ground truth images are in the 5th rows. To facilitate observation, we set the background of

style images to red, ground truth images to blue, and the images generated by our model to purple. For each font, we randomly select 6

generated images as reference.

EMD [35] 10.3%

DFS [37] 9.4%

Ours 80.3%

Table 2. User preference data based on 390 responses.

have. This requires the model to be more flexible and ro-

bust to generate high-quality images. We randomly select

29 fonts and characters as unknown styles and contents and

leave the rest part as training data. Therefore, the entire

dataset is divided into three parts which are S1, images

used for training, S2, images with seen styles during train-

ing but unknown contents used for testing, S3, images with

known contents but unknown styles used for testing. Figure

6 shows a few examples of the font dataset as well as the

partition rule. Before the following experiments, we made

sure that there is no overlap between the training set and the

testing set by computing the nearest neighbor for all images.
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Figure 8. Analysis of the proposed Layer Attention Network, On

the left are several observed style images, the bar charts on the

right show the weights given by Layer Attention Network. The

horizontal axis shows the receptive field of each Context-aware

Attention Net, and the vertical axis shows their weights.

4.2. Competitors

To the best of our knowledge, no one has done font style

transfer between different languages before. Thus, we can

only choose some models that can be modified to this spe-

cial task. We exclude models which are specially designed

for compositional scripts [3] or can not handle a large font

library [1] or originally designed for the unsupervised gen-

eration [21]. Finally, we choose EMD [35] and DFS [37]

as our competitors. Here, we modify the input and out-

put channel of DFS so that it can generate grayscale im-

ages. They are all trained in the same way as our proposed

model. Note that for fairness, all models will not be fine-

tuned when dealing with a new style or content image in

the following experiments. The generation behavior is just

a simple forward propagation.

4.3. Quantitative Evaluation

It is inherently difficult to quantitatively evaluate a gen-

erative model because there is no universal rule to compare

the ground truth images and generated images. Moreover,

tasks like artistic style transfer don’t even have a standard

answer. Recently, several evaluation metrics [12, 18, 26]

have been proposed for measuring the performance of gen-

erative models based on different assumptions, but they are

still controversial. In this paper, we use three different as-

pects which are pixel-level, perceptual-level, human-level

accuracy to evaluate the models. As shown in Table 1, our

model outperforms the existing methods on most metrics.

4.3.1 Pixel-level Evaluation

Pixel-wise evaluation compares pixels at the same posi-

tion between the ground truth image and generated image.

We employ the mean absolute error (MAE), structural sim-

ilarity (SSIM), and multi-scale structural similarity (MS-

SSIM). But pixel-level evaluation metrics often go against

human intuition. Hence, we also employ metrics of the

other two levels to comprehensively evaluate all models.

4.3.2 Perceptual-level Evaluation

Recently, Salimans et al. [26] proposed a method to eval-

uate generative models by computing the Fréchet Incep-

tion Distance (FID) between the feature maps of the ground

truth images and generated images. Liu et al. [21] mod-

ified it to a conditional version (mFID) by averaging FID

for each target class. In this paper, we want to evaluate

the generated images from both the style and content per-

spective. To do this, we trained two ResNet-50 [11] net-

works on our proposed dataset to classify content (charac-

ter) and style (font) respectively. We report the top-1 ac-

curacy and mean FID (mFID) based on these two networks.

Therefore, the perceptual-level evaluation metric consists of

4 parts, they are style-aware accuracy, content-aware accu-

racy, style-aware mFID, and content-aware mFID.

4.3.3 Human-level Evaluation

Our final goal is to generate images that satisfy users. So,

we randomly select 39 sets of images from the output of

both methods and ask users their preferred images when

given the content reference and the style reference. We let

users comprehensively evaluate the generated images from

two perspectives witch are style matching degree and con-

tent recognizability. All experiments are completely anony-

mous, and the generated images are randomly shuffled so

that participants cannot see which model the image comes

from. We collect a total of 390 valid responses from 10 peo-

ple who are both proficient in English and Chinese. Table

2 shows most participants prefer images generated by our

model.

4.4. Visual Quality Evaluation

As shown in Figure 7, We randomly select some outputs

from three groups of our model and other competitors. The
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Pixel-level Content-aware Style-aware

↓MAE ↑SSIM ↑MS-SSIM ↑Accuracy(%) ↓mFID ↑Accuracy(%) ↓mFID

Evaluation on the unseen character images

CAT 0.129 0.478 0.465 96.1 59.3 38.1 406.9

w/o LA and CA 0.127 0.482 0.471 97.1 50.7 46.5 361.3

w/o LA 0.123 0.499 0.489 96.7 51.4 56.6 322.5

Full model 0.121 0.501 0.493 97.1 49.8 58.1 308.9

Evaluation on the unseen style images

CAT 0.180 0.360 0.372 99.7 106.5 9.1 442.1

w/o LA and CA 0.181 0.360 0.367 99.7 106.9 10.9 417.2

w/o LA 0.186 0.353 0.360 99.6 105.6 10.0 455.4

Full model 0.179 0.368 0.382 99.8 97.8 11.7 418.8

Table 3. Ablation study on the proposed multi-language dataset. We evaluate the models on both the unseen characters and unseen styles.

w/o denotes without, LA denotes Layer Attention Block, CA denotes Context-aware Block. ↑ means larger numbers are better, ↓ means

smaller numbers are better.

Figure 9. Failure cases of our model for some highly artistic font,

the left is ground truth images, the right is generated images in

each group.

first group is handwritten fonts, the second group is printing

fonts, and the third group is highly artistic fonts. We can see

that EMD [35] erases some thinner fonts and it can’t per-

form well on highly artistic fonts. DFS [37] perform poorly

on printed fonts. Our method can generate high-quality im-

ages of various fonts.

4.5. Ablation Study

In order to effectively evaluate the contribution of each

component in the proposed FTransGAN. We gradually re-

move some modules and show the results. In addition, we

also implement a simple method to replace our multi-level

attention module by concatenating all style images in the

channel axis and inputting it to a style encoder. We call

it CAT model. In Table 3, we demonstrate several evalua-

tion metrics based on the ablation study. The values of these

metrics clearly show that the proposed Layer Attention Net-

work and Context-aware Attention Network play an impor-

tant role in our model. Both pixel-level and perceptual-level

metrics drop quickly when removing these modules.

4.6. Attention Analysis

For further analysis of the proposed model, we visualize

the weights given by Layer Attention Network. As men-

tioned before, three Context-aware Attention Networks in

our model have different receptive fields. Layers with a

small receptive field can only see a small region of the orig-

inal image, while layers with a big receptive field can see

almost the entire image. These weights show that for cur-

rent images the model should pay more attention to local

features or global features. It is observed that when process-

ing handwritten fonts, our model tends to observe local fea-

tures, while when processing printing fonts or artistic fonts,

our model tends to focus on a global feature. We specu-

late that this is because the features of handwritten fonts are

mostly concentrated in some local areas (e.g., line thick-

ness, stoke), while for some artistic fonts, a global consid-

eration is required. We randomly select some results and

illustrate them in Figure 8.

5. Conclusion

We proposed an end-to-end approach to transfer font

style between different languages by only using a few sam-

ples, we also built a large-scale multi-language dataset to

evaluate the models. Experimental results show the high

generative ability of our proposed model and the proposed

Context-aware Attention Network and Layer Attention Net-

work play an important role.

However, it still has many shortcomings. First, Although

the number of style images is arbitrary when testing, it

can only receive a fixed number of style images during the

training period due to the architecture design of our model.

Second, As shown in Figure 9, we observed that for some

highly artistic fonts, our model does not perform well. Deal-

ing these problems is an interesting and challenging direc-

tion for future research. Besides, how to apply our model

to other scenarios like artistic style transfer is also a very

interesting future work.
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