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Abstract

The issue of ethnic bias has proven to affect the perfor-

mance of face recognition in previous works, while it still

remains to be vacant in face anti-spoofing. Therefore, in

order to study the ethnic bias for face anti-spoofing, we

introduce the largest CASIA-SURF Cross-ethnicity Face

Anti-spoofing (CeFA) dataset, covering 3 ethnicities, 3
modalities, 1, 607 subjects, and 2D plus 3D attack types.

Five protocols are introduced to measure the affect under

varied evaluation conditions, such as cross-ethnicity,

unknown spoofs or both of them. As our knowledge,

CASIA-SURF CeFA is the first dataset including explicit

ethnic labels in current released datasets. Then, we propose

a novel multi-modal fusion method as a strong baseline to

alleviate the ethnic bias, which employs a partially shared

fusion strategy to learn complementary information from

multiple modalities. Extensive experiments have been

conducted on the proposed dataset to verify its significance

and generalization capability for other existing datasets,

i.e., CASIA-SURF, OULU-NPU and SiW datasets. The

dataset is available at https://sites.google.

com/qq.com/face-anti-spoofing/welcome/

challengecvpr2020?authuser=0.

1. Introduction

Face anti-spoofing (FAS) [5, 19, 22] is a key role to avoid

security breaches in face recognition systems. The pre-

sentation attack detection (PAD) technique is a vital stage

prior to visual face recognition. Although ethnic bias has

been verified to severely affect the performance of face

recognition systems [1, 4, 24], it still remains to be vacan-

t in face anti-spoofing. Based on the experiment in Sec-

tion 5.3, the state-of-the-art (SOTA) algorithms also suf-
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fer from ethnic bias. More specifically, the value of At-

tack Presentation Classification Error Rate (ACER) [2] is

at least 8% higher in Central Asia than that of East A-

sia in Table 5. However, there is no available dataset

with exactly ethnic labels and protocol for evaluating this

bias issue. Furthermore, as shown in Table 1, the ex-

isting face anti-spoofing datasets (i.e. CASIA-FASD [32],

Replay-Attack [7], OULU-NPU [6] and SiW [19]) has lim-

ited number of samples and most of them just contain the

RGB modality. Although CASIA-SURF [31] is a large

dataset in comparison to the existing alternatives, it stil-

l provides limited attack types (only 2D print attack) and

single ethnicity (East Asia). Therefore, in order to allevi-

ate the above problems, we release the CASIA-SURF CeFA

dataset (briefly named CeFA), which is the largest face anti-

spoofing dataset up to date in terms of ethnicities, modali-

ties, number of subjects and attack types. The comparisons

of current datasets are listed in Table 1. Concretely, attack

types of the CeFA dataset are diverse, including printing

from cloth, video replay attack, 3D print and silica gel at-

tacks. More importantly, it is the first public dataset de-

signed for exploring the impact of cross-ethnicity. Some

original frame of the data sample and the processed sample,

i.e., keep only face region, are shown in Fig. 1(a).

Moreover, to relieve the ethnic bias, a multi-modal fu-

sion strategy is introduced in this work based on this con-

sideration that indistinguishable real or fake face which is

cased by ethnic factors may exhibit quite different proper-

ties under other modality. Some fusion methods [31, 20]

are published, which restrict the interactions among dif-

ferent modalities since they are independent before the fu-

sion point. Therefore, it is difficult to effectively utilize the

modality relatedness from the beginning of the network to

its end. In this paper, we propose a Partially Shared Multi-

modal Network (PSMM-Net) as a strong baseline to allevi-

ate ethnic and attack pattern bias. On the one hand, it fuses

multi-modal features from each feature scale instead of s-
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Figure 1: (a): Processed samples of the CeFA dataset. It contains 1, 607 subjects, 3 different ethnicities (i.e., Africa, East

Asia, and Central Asia), with 4 attack types (i.e., print attack, replay attack, 3D print and silica gel attacks) under various

lighting conditions. Light red/blue background indicates 2D/3D attack. (b): Gender and age distributions of the CeFA.

Table 1: Comparisons among existing face PAD databases. (i indicates the dataset only contains images. * indicates the

dataset contains 4 ethnicities, while it does not provide accurate ethnic labels for each sample and does not study ethnic bias

for the design protocol. AS: Asian, A: Africa, U: Caucasian, I: Indian, E: East Asia, C: Central Asia.)

Dataset Year #Subject #Num Attack Modality Device Ethnicity

Replay-Attack [7] 2012 50 1200 Print,Replay RGB RGB Camera -

CASIA-FASD [32] 2012 50 600 Print,Cut,Replay RGB RGB Camera -

3DMAD [10] 2014 17 255 3D print mask RGB/Depth RGB Camera/Kinect -

MSU-MFSD [26] 2015 35 440 Print,Replay RGB Cellphone/Laptop -

Replay-Mobile [9] 2016 40 1030 Print,Replay RGB Cellphone -

Msspoof [8] 2016 21 4704i Print RGB/IR RGB/IR Camera -

OULU-NPU [6] 2017 55 5940 Print,Replay RGB RGB Camera -

SiW [19] 2018 165 4620 Print,Replay RGB RGB Camera
AS/A/

U/I*

CASIA-SURF [31] 2019 1000 21000 Print,Cut RGB/Depth/IR Intel Realsense E

CeFA

(Ours)
2019

1500 18000 Print, Replay

RGB/Depth/IR Intel Realsense A/E/C99 5346 3D print mask

8 192 3D silica gel mask

Total: 1607 subjects, 23538 videos

tarting from a certain fusion point [31, 20]. On the other

hand, it allows the information exchanges and interactions

among different modalities by introducing a shared branch.

In addition, for each single-modal branch (e.g., RGB, Depth

or IR), we use a simple and effective backbone, Resnet [15],

to learn the static features for subsequent feature fusion.

To sum up, the contributions of this paper are sum-

marized as follows: (1) We release the largest face anti-

spoofing dataset CeFA up to date, which includes 3 ethnic-

ities, 1607 subjects and 4 diverse 2D/3D attack types. (2)

We provide a benchmark with five comprehensive evalua-

tion protocols to measure ethnic and attack pattern bias. (3)

We propose the PSMM-Net as a strong baseline to alleviate

the ethnic bias. (4) Extensive experiments have been con-

ducted on the proposed dataset to verify its significance.

2. Related work

2.1. Datasets

Several studies [13, 17, 21, 24] have uncovered ethnici-

ty bias in face recognition algorithms, and Wang et al. [24]

has collected a face recognition dataset containing 4 eth-

nicities used for algorithm design to eliminate ethnicity

bias. However, there is no publicly available face anti-

spoofing dataset with ethnic labels for research this issue in

face anti-spoofing. One can see the following deficiencies

from Table 1 which lists existing face anti-spoofing dataset-

s: (1) The maximum number of available subjects was

165 on the SiW dataset [19] before 2019; (2) Most of the

datasets just contain RGB data, such as Replay-Attack [7],

CASIA-FASD [32], SiW [19] and OULU-NPU [6]; (3)
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