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Abstract

Few-shot classification aims to generalize basic knowl-

edge to recognize novel categories from a few samples. Re-

cent centroid-based methods achieve promising classifica-

tion performance with the nearest neighbor rule. However,

we consider that those methods intrinsically ignore per-class

distribution, as the decision boundaries are biased due to

the diversity of intra-class variances. Hence, we propose

a class-wise metric scaling (CMS) mechanism, which can

be applied to both training and testing stages. Concretely,

metric scalars are set as learnable parameters in the training

stage, helping to learn a more discriminative and transfer-

able feature representation. As for testing, we construct a

convex optimization problem to generate an optimal scalar

vector for refining the nearest neighbor decisions. Besides,

we also involve a low-ranking bilinear pooling layer for im-

proved representation capacity, which further provides sig-

nificant performance gains. Extensive experiments are con-

ducted on a series of feature extractor backbones, datasets,

and testing modes, which have shown consistent improve-

ments compared to prior SOTA methods, e.g., we achieve

accuracies of 66.64 % and 83.63 % for 5-way 1-shot and

5-shot settings on the mini-ImageNet, respectively. Under

the semi-supervised inductive mode, results are further up to

78.34 % and 87.53 %, respectively.

1. Introduction

With the availability of enormous labeled data, deep learn-

ing has achieved remarkable performance on multiple com-

puter vision tasks, such as object detection [13], recogni-

tion [14], and segmentation [27]. However, manually collect-

ing and labeling massive amounts of data is very expensive

and time-consuming. In contrast, humans need only a few

examples to learn a new concept, while this still remains a

challenge for machines. As a result, few-shot learning has

attracted widespread attention in the recent machine learning

community.

Few-shot classification aims to generalize basic knowl-

edge learned from a large-scale available base set to recog-

nize new classes with only a few labeled samples. Recently

nearest-centroid based methods [32, 39, 6, 7, 4] have at-

tracted considerable attention due to their simplicity and

effectiveness. The essential proceeding of those methods is

to pre-train a feature extractor, where training manners can

be meta-learning [39, 41] or just conventional supervised

training with a learnable classification layer [32, 6, 7]. For

addressing a target few-shot task, a nearest-centroid classi-

fier is built with the feature embeddings of the few annotated

samples. Generally, each class centroid can be calculated by

the mean of the embeddings that belong to the class. It is

noteworthy that the nearest-centroid classifier only stores a

single centroid vector to represent a category. Such limited

representations become an advantage in the low-shot regime,

as it effectively alleviates overfitting.

Although remarkable performance has been achieved, we

argue that centroid-based methods ignore the distribution

difference among classes, where classification results only

based on point-to-point distances are biased. Our motiva-

tion can be described by a geometric interpretation of a

binary-category classification scenario in Fig.1(a). Under

the centroid-based metric with the nearest neighbor rule, the

decision boundary (the dashed line) lies in the middle of two

class centroids. However, the cluster of “Class 1” is more

widely distributed and has larger intra-variance than “Class

2”. Intuitively, a more reasonable decision boundary should

lean to “Class 2”. In order to refine the biased classification

decision, we propose a simple yet effective Class-wise Met-

ric Scaling (CMS) mechanism, which multiplies the vanilla

class-agnostic distances with class-wise metric scalars w.r.t.

the class distributions, as can be seen in Fig. 1(b). So the

diversity of intra-class variances can be implicitly considered

to improve the classification accuracy.

The CMS is beyond a trivial modification. It bears sev-

eral essential advantages comparing with prior few-shot ap-

proaches. First, involving the per-class scaling according to

class distribution information is simple and straightforward

for any regular distance metric, so there is no need to change

the existing training pipelines or distance functions. Second,

it can be mathematically proved that the scalar in CMS is

approximately equivalent to the reciprocal of the correspond-
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Figure 1. Interpretation of class-wise metric scaling mechanism. Best viewed in color. (a) The decision boundary is the median line

of two class centroids for the centroid-based metric with the Nearest Neighbor rule. After considering class distributions, a reasonable

decision boundary approximately leans to the middle of the margin of two class distributions. (b) For a 5-way classification task, 5 scalars

corresponding to 5 classes are used for refining the nearest distance metric.

ing class variance. In this case, the classifier is regarded

as a special formulation of the Gaussian Mixture Model in

Section 3.4. So extending the non-scaled (or equal-scaled)

nearest-centroid classifier to the CMS-based one actually

advocates more flexible class representations. Moreover, we

apply CMS to both meta-training and meta-testing stages,

while most prior scaling approaches only benefit the embed-

ding learning during meta-training. Specifically, the positive

effects of CMS can be attributed to not only the better fea-

ture representation during the meta-training phase but also

a task-specific adaptation process in meta-testing. Besides,

in order to further improve feature representation ability,

we also incorporate a low-rank bilinear pooling layer to the

end of the feature extractor. Experimental results also show

favorable improvements with considerable margins.

This work makes main contributions as follow:

• We propose a class-wise metric scaling mechanism to ad-

dress the few-shot classification by improving the NCC

classifier. Consistent improvements and state-of-the-art

results have been achieved across multiple feature extrac-

tor backbones and datasets, e.g., on the mini-ImageNet

we achieve accuracies of 66.64 % and 83.63 % for 5-way

1-shot and 5-shot settings, respectively.

• In addition to improved generic few-shot classification,

CMS shows more significant superiority in dealing with

the cross-domain scenario, e.g., our performance is better

than the prior SOTA method [1] by 9.8% and 8.2% for

5-way 1-shot and 5-shot settings, respectively.

• We extend our approach to the other two types of semi-

supervised few-shot learning, i.e., semi-supervised trans-

ductive (SS-T) and inductive (SS-I) modes. With the unla-

beled auxiliary data to enrich the class distributions, signif-

icant performance gains can be observed, e.g., on 1-shot/5-

shot SS-I mode CMS obtains accuracy of 78.34%/87.53%

which improves 11.7%/3.9% compared to the standard

few-shot mode.

2. Related works

Meta-learning. Few-shot learning has already made no-

table progress by the appearance of meta-learning with the

episodic training mechanism [41]. Most typical episodic-

trained methods are based on model optimization under

the spirit of fast adaptation to new tasks and alleviating

overfitting [8, 30, 35]. However, those methods are time-

consuming due to model fine-tuning in the testing stage.

Metric-based few-shot Learning. Our approach is

more related to metric-based methods which aim to learn

a deep transferable representation first, and then general-

ize it to recognize novel classes. We can further divide

these methods into two categories according to different

training procedures. One type learns particular distance

metrics based on the episodic training, including Matching

Networks [41], Prototypical Networks [39], Relation Net-

works [40], TADAM [31], Covariance Metric Networks [20],

DeepEMD [49]. The other type [11, 12, 22, 32, 6, 7] pre-

trains a feature extractor combined with a classification layer

in the standard supervised learning manner, and then builds

nearest-centroid classifiers to address target few-shot tasks.

In particular, some previous methods additionally apply task

adaptation modules [11, 12, 22] for obtaining preciser class

centroids, while other works [4, 6] show that it is also proper

to build mean-centroid classifiers with a well-regularized

feature extractor directly.

Bilinear Representations. Bilinear Pooling [23] and

its variants [5, 9, 15, 16, 47] play an essential role in fine-

grained classification. Recent works [50, 45, 51] also utilize

such co-occurrence statistics to address few-shot learning

and demonstrate positive improvements. However, standard

BP [23] model suffers from high memory consumption. In-
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stead, we leverage a low-rank variant [16] that shows not

only low memory consumption but also better performance

compared to the standard one.

3. Proposed Approach

3.1. Preliminaries

Problem Definition. There are usually two separated

learning stages in the few-shot learning for knowledge trans-

fer, which correspond to three disjoint datasets: a base set

Db = {(x, y)} ⊂ X × Yb for training, a validation set

Dv = {(x, y)} ⊂ X × Yv for model selection, and a novel

set Dn = {(x, y)} ⊂ X × Yn for testing, where (x, y) is a

pair of a sample and the corresponding label. Label spaces in

the three datasets are pairwise disjoint. In the meta-training

stage, a few-shot learning algorithm aims to extract general

knowledge from Db that could be reused for recognizing

novel classes. In the meta-testing stage, a novel N -way K-

shot classification task, a small support set and a query set

pair {S,Q}, is randomly sampled from the novel set Dn.

Support set S contains N different classes with K samples

each: S = {Si}
N
i=1 , |Si| = K. The objective is to classify

each query example xq ∈ Q into the correct support class

with the model adaptation to support set S.

Nearest-Centroid Classifier (NCC). NCC follows the

nearest neighbor rule. In a novel few-shot task, a query

sample xq is compared with each class centroid cj by a

particular distance metric. The conditional probability of the

query sample xq belonging to the class k is:

pθ(y = k|xq) =
exp (−d (fθ(xq), ck))
∑

j exp (−d (fθ(xq), cj))
, (1)

where d(., .) denotes a distance function, fθ() is the feature

extractor function usually regard as a crucial component for

few-shot classification. In order to get the feature extractor

by training with the base set Db, there are two alternative

pre-training manners. One [39, 41] utilizes episodic training

mechanism with the spirit of meta-learning. The other [11,

32, 12] directly proceeds to a regular supervised training

routine with a learnable classification layer1. To generate

exacter class centroids of novel categories, [11, 12] further

train a weight generator with an additional episodic training

stage. In contrast, a more general way to build the nearest

centroid classifier is calculating centroids by the mean vector

of the embedded support features belonging to the same

class:

ck =
1

|Sk|

∑

(xi,yi=k)∈Sk

fθ (xi) (2)

Further, a query sample xq is assigned to the class of nearest

centroid according to Eq. 1.

1Typically, those methods use the negative cosine similarity as the

distance metric in the target classier, and we also regard the classifier

weights as class centroids.

3.2. Improved Feature Representations with LBP

Given an input image x, we suppose the feature map is

the output of the feature extractor without global pooling

as fθ(x) ∈ R
h×w×c, where c is channels. So the feature

map can be decomposed following the spatial dimension:

fθ(x) = [fθ(x)1, · · · , fθ(x)hw]. Original low-rank bilinear

pooling(LBP) [15] utilizes Hadamard product for an efficient

attention mechanism of multi-modal learning. We apply the

essential LBP representation for facilitating the few-shot

classification. According to HBP [47], the low-rank bilinear

pooling can be written as:

fB(x) =
hw
∑

l=1

UT fθ(x)l ◦ V
T fθ(x)l (3)

where U ∈ R
c×d and V ∈ R

c×d are projection matrices for

dimension reduction, so the feature dimension can be manu-

ally decreased to d. As shown in Fig. 2(b), the architecture

of LBP in our application consists of two 1× 1 convolutions

followed by a Hadamard product and a global average pool-

ing. Following BCNNs [23], we also add a l2 normalization

at the end.

3.3. Class­wise Metric Scaling(CMS)

Class-wise Metric Scaling is the key novelty of our ap-

proach for improving feature representations and task adapta-

tion in the meta-training and meta-testing stage, respectively.

In the next two subsections, we elaborate on this mechanism

for two stages in more detail.

3.3.1 CMS for Embedding Learning

In the meta-training stage, we adopt the conventional su-

pervised training procedure following [11, 32], which pre-

trains the feature extractor combined with a distance metric

based classification layer that we regard as a set of learn-

able class centroids. Formally, to perform CMS, we de-

fine a learnable metric scaler vector sb = {si}
Nb

i=1 ∈ RNb

+

that each component corresponds to a base class centroid

in c
b = {cbi}

Nb

i=1 ∈ RNb×d, where Nb denotes the number

of base classes and d denotes the feature dimension. fB()
represents feature extractor. The training procedure is to

minimize the following classification loss over parameters

{B, cb, sb} with the whole base set Db.

min
B,cb,sb

E(x,y)∈Db
− log

(

exp
(

−sbyd
(

fB(x), c
b
y

))

∑

j exp
(

−sbjd
(

fB(x), cbj
))

)

,

(4)

where d(., .) is the distance function, i.e., Euclidian distance

or negative cosine similarity. We target obtaining a more

discriminative and transferable feature representation.

Discussion. Scaling the cosine similarity in the softmax

loss is a practical skill for improving the embedding learning
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Figure 2. (a) Overview of our CMS model. (b) Architecture of LBP that we adapted. “1× 1 conv”: Convolutional layer with 1× 1 kernel.

“GAP”: Global average pooling. “L2 Normalize”: L2 normalization layer. (Best viewed in color)

in common classification tasks [34, 43, 44, 52] and recently

also applied in the few-shot learning [32, 31, 11, 4], where

all the similarity scores share an equal scale factor s. In

contrast, we develop a class-wise scaling manner with the

motivation of Fig.1, and the metric is not limited to the cosine

similarity. Besides, we have proved that leveraging CMS is

equivalent to introducing a more flexible class representation

by considering intra-class variances in Section 3.4.

Qualitative visualization with CMS. Overall, the posi-

tive effects of those scaling skills for embedding learning

can be attributed to better feature discriminability learned

from base classes and transferability to novel classes. To

empirically figure out the superiority of CMS compared to

the equal metric scaling for the embedding learning, we

visualize learned feature distributions by t-SNE [28]. It can

be explicitly observed from Fig.3 that the learned feature

spaces with the CMS mechanism are intrinsically better than

the ones learned without CMS (i.e., an equal scaling case).

Concretely, CMS encourages better intra-class compactness

and inter-class separability for both base and novel classes.

3.3.2 Optimal CMS for Novel Few-shot Tasks

Unlike prior metric scaling methods that set an equal scalar

to all categories only benefit embedding learning, our CMS

can utilize task-specific knowledge to improve generalization

during meta-testing further. Instead of involving a parametric

adaptation module with an additional episodic training stage,

our CMS is performed directly on given novel few-shot tasks

with a convex optimization problem.

Given a novel few-shot task, CMS aims at optimizing the

posterior probability on the support set S, leading to optimal

scalar parameters sn = {sni }
N
i=1. With the frozen feature ex-

tractor fB(), we denote samples in support set already passed

(a) Base Classes with CMS (b) Base Classes without CMS

(c) Novel Classes with CMS (d) Novel Classes without CMS

Figure 3. t-SNE Feature Visualization Learned with/without

CMS. The feature representations are learned on mini-ImageNet.

Five base classes in (a) and (b) are house finch, robin triceratops,

green mamba, harvestman. Five novel classes in (c) and (d) are

nematode, king crab, golden retriever, malamute, dalmatian.

from fB as a feature point set S′ = {(zi, yi)}
K×N
i=1 . Follow-

ing the NCC classifier, the class centroids c
n = {cni }

N
i=1

are calculated by the average of corresponding support fea-

tures with Eq. 2. The objective is to find optimal parameters

s
n that maximize the likelihood on the support point set S′,

which is equivalent to minimizing the negative log-likelihood

as follow:
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J(sn) =
1

NK

∑

(zi,yi)∈S′

− log

(

exp
(

−snyi
d
(

zi, c
n
yi

))

∑

j exp
(

−snj d
(

zi, cnj
))

)

,

(5)

where distance d (zi, cj) is a constant for the frozen feature

space and we re-denote it as di,j . By expanding the log-

likelihood function and adding a ℓ2 regularization term, the

total objective function is to minimize the following opti-

mization problem among the variable s
n:

min
s
n

∑

(zi,yi)∈S′



di,yi
∗ snyi

+ log
∑

j

e−di,j∗s
n
j



+ β ‖s‖2 ,

s.t. sni > 0 i ∈ {1, . . . , N}

(6)

where β is a non-negative weighting coefficient. The opti-

mization problem has two key characteristics as follows.

Convexity. Besides the regularization term, the objective

optimization function contains two parts, the first part di,yi
∗

snyi
is a linear combination of the scaler vector sn, and the

second part is a log-sum-exp function with another linear

combination of scaler vector. The log-sum-exp function is

convex and nondecreasing in its every argument. According

to the vector composition rule [2], Eq.6 is convex.

Low-dimensionality. It is worth noting that only N (usu-

ally is 5) variables in the optimization problem. Benefiting

from the low-dimensionality, we apply a second-order opti-

mization algorithm BFGS as the solver. The average value

of metric scalars sb of base classes is used to initialize sn for

fast convergency.

The overview of the few-shot testing procedure has been

illustrated in figure 2(a). Finally, for a given query sample

xq , the metric-scaled prediction with optimal scalars is:

ŷq = arg max
j∈{1,...,N}

−snj d
(

fB(xq), c
n
j

)

(7)

3.4. Interpretation as Gaussian Mixture Model

For a given N-way classification task, we can assume the

feature point set follows a Gaussian Mixture distribution:

f(x) =
∑N

i=1αiφ(x;µi,Σi), where each class distribution

is regarded as an individual Gaussian function φ, and αi is

the prior probability belong to the class i with
∑

i αi = 1.

For simplicity, we consider spherical Gaussian distributions

with a particular uniform variance Σi = σ2I ∈ Rd×d, and

the densities of the form as:

φ(x;µ, σ) =
1

(2π)d/2σd
exp(−

‖ x− µ ‖2

2σ2
) (8)

Conditional probability of a feature x ∈ Rd belong to the

ground truth class k can be derived as follows:

p(y = k|x) =
αkφ(x;µk, σk)
∑

iαiφ(x;µi, σi)
=

αk

σd
k

exp(−‖x−µk‖
2

2σ2

k

)
∑

i
αi

σd
i

exp(−‖x−µi‖2

2σ2

i

)

αi=
σd
i∑

i′
σd
i′=========

si=
1

2σ2

i

exp(−sk ‖ x− µk ‖2)
∑

i exp(−si ‖ x− µi ‖2)

(9)

Thus, the posterior probabilities of CMS and GMM are

equivalent with a condition αi =
σd
i∑
σd
i′

, in which case the

metric scalar si is equal to 1
2σ2

i

with the same class index

i. Now, our motivation in Fig. 1 that metric scalars corre-

spond to intra-class variances has been proved, i.e., the class

with a larger variance σi shall be assigned with a smaller

scaler value si after optimization. As a result, involving the

CMS mechanism is equivalent to considering class variances.

In addition, extending the vanilla NCC into a CMS-based

one essentially allows for more flexible class representations,

which implicitly captures the intra-class variances. With

classes sharing the same scalar/variance(s/σ), the CMS clas-

sifier can be further simplified to the NCC.

3.5. Extension to Semi­supervised Modes

Semi-supervised learning improves the model gener-

alization by an unlabeled auxiliary set. We consider two

kinds of semi-supervised learning modes for facilitating few-

shot classification, i.e., semi-supervised transductive (SS-

T)2 [26, 33] and semi-supervised inductive (SS-I) [36, 21]

modes. SS-T mode directly utilizes the samples from the

query set Q as the auxiliary dataset, yet the auxiliary set

apart from support and query sets is sampled in SS-I mode.

We simply leverage pseudo-labeling [17] and cherry-

picking [21] mechanisms to uniformly address both semi-

supervised few-shot learning tasks. Our goal is to pick the

samples with high confidence for augmenting the support

set S. So meta-testing optimization procedures remain the

same as in the standard few-shot learning setting.

Concretely, each unlabeled sample in the auxiliary set

is pseudo-labeled with the non-scaled distance metric first,

and the probability score is also regarded as the confidence

coefficient of the pseudo-labeling. Then the part of samples

with higher confidence is added to the support set, in which

case we set a hyper-parameter τ as the proportion of cherry-

picking.

4. Experiments

We evaluate CMS on standard, cross-domain, and semi-

supervised few-shot classification benchmarks. Also, exten-

2With the perspective of the unlabeled dataset, transductive inference

can be regarded as a special case of semi-supervised learning.
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sive ablation studies and analyses are presented to validate

the effectiveness of each component of our approach.

4.1. Experimental setups

Datasets. For standard few-shot classification, we eval-

uate on two canonical datasets: mini-ImageNet [41] and

tieredImageNet [37]. For the cross-domain scenario, we

evaluate our approach following a recently proposed bench-

mark [3], where mini-ImageNet dataset as the seen domain

for training, and CUB [42] dataset as the target domain for

testing.

Backbones. We use Conv4 [41] and ResNet12 [31] as

the feature extractors in our experiments. Detailed model de-

scriptions are provided in Appendix A. Feature dimension d
of the LBP is set as 1024 and 8192 for Conv4 and ResNet12,

respectively.

Implementation details. Conventional training and test-

ing setups are given in Appendix B. Particularly, in the train-

ing stage, we adopt conventional data augmentation proto-

cols, including random crop, horizontal flip, and color jitter.

In the testing stage, ten crops and image flip are used for

both support set and query set. For support samples, the aug-

mented samples are equally used for calculating centroids

and solving the convex problem. For a query sample with

its augmented variants, the probability scores are averaged

for the final prediction. In all 1-shot and 5-shot experiments,

we randomly sample 5000 few-shot tasks with 15 queries

per class and report the average accuracy with a correspond-

ing 95% confidence interval. In the SS-I inference mode,

an auxiliary set containing 50 images per class is sampled.

Hyper-parameter and model selection are conducted accord-

ing to the mean accuracy on the validation set.

4.2. Experimental results

4.2.1 Performance on Standard Few-shot Benchmarks

Table 1 summarizes the results of the 5-way 1-shot/5-shot

classification on mini-ImageNet and tieredImageNet datasets.

Overall, our CMS achieves state-of-the-art results with rela-

tively low variance intervals.

Distance Metric Comparison. We first perform CMS

based on two regular metric distances, i.e., Euclidean dis-

tance and cosine similarity. As can be observed, cosine sim-

ilarity based CMS always outperforms Euclidean distance-

based one, which is consistent with the choice in other NCC

based approaches [4, 6, 7, 24]. So in the subsequent experi-

ments and discussions, we focus on cosine similarity based

CMS.

Backbone comparison. It is evident that a deeper fea-

ture extractor backbone significantly boosts the few-shot

performance. Moreover, LBP improves the performance

significantly, especially for the Conv4 based models, which

also reveals that the Conv4 model capacity is insufficient to

distill knowledge from both datasets. However, We must em-

phasize that performance gains by LBP are not only due to

the increase of model parameters, as the parameter efficacy

of LBP is analyzed in Section 4.4.

Results on mini-ImageNet. Our CMS achieves the

best 1-shot and 5-shot classification results on both shal-

low Conv4 and deep ResNet12 backbones, and even outper-

forms methods with deeper backbones (such as ResNet18

and WRN28). To be specific, in 1-shot setting, our CMS

achieves the accuracy of 66.64% which outperforms the

prior leading method centroid alignment [1] by 0.72%. In

5-shot setting, CMS obtains the accuracy of 83.63% that

surpasses the method S2M2R [29]. Moreover, CMS also

shows its superiorities over other distance metric based meth-

ods [10, 31, 4, 19, 39, 40, 41, 49].

Results on tieredImageNet. CMS also achieves state-of-

the-art results on tieredImageNet. To be specific, in 5-shot

setting, our CMS achieves the accuracy of 87.66% outper-

forms the prior leading method centroid alignment [1] by

1.1%. Although centroid alignment [1] performs better than

ours on the 1-shot setting, it uses a much deeper backbone

WRN28. In addition, CMS outperforms centroid alignment

with a ResNet18 backbone by 4.2% when compared under

models with similar capacity.

4.2.2 Performance on Cross-domain Benchmark

Cross-domain is a more challenging scenario for few-shot

learning. We conduct experiments to validate the effec-

tiveness of CMS following the recent benchmark [3]. Ta-

ble 2 shows our experimental results compared with prior

approaches. It is obvious that the CMS outperforms all pre-

vious methods. Concretely, CMS is significantly better than

prior SOTA method centroid [1] by 9.8% and 8.2% for 5-

way 1-shot and 5-shot settings, respectively. It indicates that

our approach also owns the high capacity to mitigate the

domain shift.

4.2.3 Semi-supervised Few-shot Learning

We evaluate the performance of CMS for SS-T and SS-I

modes (introduced in Section 3.5) on mini-ImageNet dataset,

and results are shown in Table 3. For two types of semi-

supervised learning, we can observe further large improve-

ment margins compared with the standard mode of Table 1,

which indicates auxiliary data immensely enrich the class

distribution information, and make it possible for CMS to

improve model generalization. For example, CMS obtains

the accuracy of 78.34%/87.53% in 1-shot/5-shot SS-I mode,

which improves 11.7%/3.9% compared to the standard few-

shot mode.

For the SS-T mode, CMS surpasses the SOTA method

DPGN [46], especially in the 1-shot setting. In the 5-shot

SS-I mode, CMS surpasses TransMatch [48] by 6.3%. In
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Table 1. Comparison to prior methods on ImageNet derivatives. Best results are highlighted. *Results from [18].

mini-ImageNet 5-way tieredImageNet 5-way

Method Backbone 1-shot 5-shot 1-shot 5-shot

ProtoNet* [39] Conv4 49.42±0.78 68.20±0.66 53.31±0.89 72.69±0.74

RelationNet* [40] Conv4 50.44±0.82 65.32±0.70 54.48±0.93 71.32±0.78

MatchingNet* [41] Conv4 43.56±0.84 55.31±0.73 - -

CMS(Euclidean) Conv4 56.31±0.28 76.60±0.22 60.70±0.31 79.56±0.23

CMS(Cosine, w/o LBP) Conv4 54.41±0.28 71.82±0.22 57.35±0.31 74.18±0.25

CMS(Cosine) Conv4 58.99±0.28 77.10±0.22 62.80±0.31 79.72±0.24

TADAM [31] ResNet12 58.50±0.30 76.70±0.30 - -

MetaOptNet [18] ResNet12 62.64±0.62 78.63±0.46 65.99±0.72 81.56±0.53

Meta-Baseline [4] ResNet12 63.17±0.23 79.26±0.17 68.62±0.27 83.29±0.18

DeepEMD [49] ResNet12 65.91±0.82 82.41±0.56 71.16±0.87 86.03±0.58

CTM [19] ResNet18 64.12±0.82 80.51±0.13 68.41±0.39 84.28±1.73

centroid alignment [1] ResNet18 59.88±0.67 80.35±0.73 69.29±0.56 85.97±0.49

LEO[38] WRN28 61.76±0.08 77.59±0.12 66.33±0.05 81.44±0.09

CC+rot[10] WRN28 62.93±0.45 79.87±0.33 70.53±0.51 84.98±0.36

S2M2R [29] WRN28 64.99±0.18 83.07±0.13 - -

Neg-Cosine [24] WRN28 61.72±0.81 81.79±0.55 - -

centroid alignment [1] WRN28 65.92±0.60 82.85±0.13 74.40±0.68 86.61±0.59

CMS(Euclidean) ResNet12 63.22±0.28 82.14±0.20 70.94±0.31 86.87±0.20

CMS(Cosine, w/o LBP) ResNet12 64.78±0.28 82.38±0.18 71.13±0.31 86.05±0.22

CMS(Cosine) ResNet12 66.64±0.28 83.63±0.18 73.48±0.31 87.66±0.20

Table 2. Comparison to prior methods on Cross-domain Bench-

mark. Models is trained with mini-ImageNet dataset and evaluated

on CUB dataset. Our CMS uses ResNet12 backbone.

Method 5-way 1-Shot 5-way 5-Shot

ProtoNet [39] - 62.02±0.70

MAML [8] - 51.34±0.72

RelationNet [40] - 57.71±0.73

Baseline [3] - 65.57±0.70

Diverse-20 [6] - 66.17±0.55

Neg-Softmax [24] - 69.30±0.73

centroid [1] 47.25±0.76 72.37±0.89

CMS(w/o LBP) 54.46±0.29 75.49±0.23

CMS 57.02±0.29 80.56±0.21

the 1-shot SS-I mode, CMS improves accuracy by 8.2%
compared to SOTA method LST [21]. Particularly, only 50

images are sampled as the auxiliary set in our experiments

while it is 100 in LST.

4.3. Full ablation study

We conduct detailed ablation studies to explore the con-

tributions of three components: LBP(low-ranking bilinear

pooling), CMS-train (CMS for embedding learning), and

CMS-test (CMS for task-adaptation). The results are shown

in Table 4 based on three experimental scenarios: mini-

Table 3. Results of semi-supervised modes on mini-ImageNet

dataset. Two evaluation setups: Semi-supervised transductive (SS-

T) and Semi-supervised inductive (SS-I) modes.

Mode Method 5-way 1-shot 5-way 5-shot

SS-T

TEAM [33] 60.07±- 75.90±-

TPN [26] 59.46±- 75.65±-

BD-CSPN [25] 70.31±0.93 81.89±0.60

DPGN [46] 67.77±0.32 84.60±0.43

CMS(Our) 74.54±0.32 86.64±0.17

SS-I

Soft k-Means [36] 51.52±0.36 70.25±0.31

LST [21] 70.1±1.9 78.7±0.8

TransMatch [48] 63.02±1.07 81.19±0.59

CMS(Our) 78.34±0.31 87.53±0.16

ImageNet with Conv4, mini-ImageNet with ResNet12, and

cross-domain with ResNet12.

Baseline. Our baseline model, the cosine similarity based

NCC classifier, already achieves competitive performance

compared with most previous methods, which can be at-

tributed to data augmentation protocols in both training and

testing stages, e.g., mean accuracy on 5-shot mini-ImageNet

setting are 80.78% and 69.64% with ResNet12 and Conv4

backbones, respectively. The same observations also hold

for the cross-domain scenario.

Effect of LBP. LBP provides significant improvements

over the baseline model. For example, performance gains
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CMS mini(Conv4) mini(ResNet12) cross(ResNet12)

LBP train test 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

51.55 69.64 62.38 80.78 53.75 74.07

X 56.68 75.12 64.55 81.83 56.37 78.03

X X 59.00 76.55 66.57 83.05 56.93 79.52

X X X 58.99 77.10 66.64 83.63 57.02 80.56

Table 4. Ablation studies on three few-

shot classification scenarios. The base-

line model (first row) is the cosine-

similarity based NCC. mini denotes the

mini-ImageNet dataset, and cross denotes

the cross-domain benchmark.

2.2%/1.1% on 1-shot/5-shot mini-ImageNet with ResNet12.

For the Conv4 backbone, the performance gains are more

prominent. The improvements are up to 5.1% and 5.5% for

1-shot and 5-shot settings, respectively.

Effect of CMS for embedding learning. We further

study the effects of CMS in the training stage, which intro-

duces the learnable class metric scalars and provides signifi-

cant improvements compared to an equal-scaled NCC, e.g.,

accuracy gains 2.0%/1.2% for ResNet12 on the 1-shot/5-shot

mini-ImageNet setting.

Effect of CMS for task-adaptation. In the testing stage,

CMS involves the optimization problem for producing opti-

mal metric scalars. For 5-shot setting, performance improve-

ments are 0.6%, 0.6%, 1.0% on three scenarios, respectively.

No obvious improvements are observed for 1-shot learning

since only one sample per class cannot effectively represent

the intra-class variances.

Overall, taking the 5-shot setting as an example, we ob-

serve a relative accuracy gain with 7.5%, 2.9%, and 6.5%

for three scenarios, respectively.

4.4. Further Analysis and Discussion

Accuracy w.r.t. the number of unlabeled samples.

Varying the number of unlabeled samples, we report mean

accuracies of both types (SS-I and SS-T) of semi-supervised

modes in Table 5. As the number of unlabeled samples

increases from 0 to 70, the mean accuracy of both modes

continuously improves.

Table 5. Mean accuracies (%) of two semi-supervised modes by

varying the number of unlabeled samples.

Number 0 15 30 50 70

SS-I 1-shot 66.64 76.46 77.56 78.34 78.77

SS-I 5-shot 83.63 86.50 87.29 87.53 87.83

SS-T 1-shot 66.64 74.54 76.64 77.70 78.10

SS-T 5-shot 83.63 86.64 87.27 87.68 87.74

Parameter efficiency of LBP. One may raise a con-

cern that LBP boosts few-shot results due to increasing the

model parameters, especially on the shallow Conv4 back-

bone. To address the concern, we further construct a back-

bone by extending Conv4 with two additional convolutional

layers, naming it as Conv6, which is slightly larger than

Conv4+LBP. The NCC performance based on those back-

bones is compared in Table 6. The Conv4+LBP significantly

surpasses the Conv6 with fewer parameters, which indicates

LBP is very parameter-efficient in extracting discriminative

features for addressing few-shot classification.

Table 6. NCC performance with different backbones. Models

are trained on the mini-ImageNet dataset.

Backbone Size (MB) 1-Shot 5-Shot

Conv4 0.43 51.55±0.28 69.64±0.24

Conv6 0.96 55.67±0.28 73.85±0.23

Conv4+LBP 0.93 56.68±0.28 75.12±0.22

Whether the CMS parameters relate to per-class vari-

ances? To quantitatively verify the relationship of intra-class

variances and learned metric scalars in Section 3.4, we use

the Pearson correlation coefficient for measuring the cor-

relation. At the end of embedding learning, we directly

calculate class variances with σ2
k =

∑

i ‖ xi − ck ‖2, where

ck denote a class centroid and xi is the sample belong to the

class. For 64 base classes in the mini-ImageNet, the Pearson

correlation coefficient of variance vector Vσ = {σi}
64
i=1

and the learned scalar vector sb = {si}
64
i=1 is −0.87, which

indicates a high-negative correlation and justifies the demon-

stration in Section 3.4, i.e., a class with larger intra-variance

corresponds to a smaller metric scalar.

5. Conclusion

In this paper, we propose a Class-wise Metric Scal-

ing(CMS) mechanism for further improving the few-shot

classification performance based on the NCC classifier. In

particular, metric scalars are set as learnable parameters in

the training stage, which results in more discriminative and

transferable feature representations. As for testing, based

on the maximum likelihood technique, a convex optimiza-

tion program has been introduced to generate optimal met-

ric scalars for few-shot tasks. Moreover, CMS can be in-

terpreted as a special case of the Gaussian mixture model

mathematically. Besides, we also incorporate a low-ranking

bilinear pooling layer for improving representation capac-

ity. Extensive experiments among multiple backbones and

datasets demonstrate consistent improvements compared to

prior state-of-the-art methods.
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