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Abstract

In this paper, we address zero-shot learning (ZSL), the problem of recognizing categories for which no labeled visual data are available during training. We focus on the transductive setting, in which unlabelled visual data from unseen classes is available. State-of-the-art paradigms in ZSL typically exploit generative adversarial networks to synthesize visual features from semantic attributes. We posit that the main limitation of these approaches is to adopt a single model to face two problems: 1) generating realistic visual features, and 2) translating semantic attributes into visual cues. Differently, we propose to decouple such tasks, solving them separately. In particular, we train an unconditional generator to solely capture the complexity of the distribution of visual data and we subsequently pair it with a conditional generator devoted to enrich the prior knowledge of the data distribution with the semantic content of the class embeddings. We present a detailed ablation study to dissect the effect of our proposed decoupling approach, while demonstrating its superiority over the related state-of-the-art.

1. Introduction

The field of visual object recognition has seen a significant progress in recent years, mainly because of the availability of large-scale annotated datasets. However, labelling data is not only difficult and costly but is also prone to errors since requiring human intervention. Furthermore, annotating a big corpus of data for each of the categories to be recognized in a balanced way is simply unfeasible due the well known long-tail distribution problem [22].

As a promising solution to the aforementioned issues, zero-shot learning (ZSL) algorithms tackle the problem of recognizing novel categories, even if a classifier has not been directly trained on them [16, 15]. In a fully supervised paradigm, each single category is assumed to be (evenly) represented by a set of annotated visual data (images). ZSL methods instead, allow this assumption to hold only for a restricted set of seen categories. The goal is then to recognize a disjoint set of target unseen categories, when, in the transductive setting, only unlabelled visual data is available (differently from the inductive setting, in which no visual data from unseen classes are available). To transfer from seen to unseen categories, auxiliary information is typically adopted in the form of either manually-defined attributes [15] or distributed word embeddings [29]. When transferring from the seen to the unseen classes, the main challenge is handling such category shift: in this paper, we evaluate this in the generalized ZSL (GZSL) setup in which a method is evaluated on both seen and unseen classes, requiring to learn the latter without forgetting the former ones. In fact, given the separation of the data into labelled seen and unlabelled unseen instances, supervised training can be done for seen classes only, resulting in an unbalanced performance in GZSL. To address this issue, various recent works proposed to augment the unseen-class data with synthetic labeled data [18, 3, 6, 13, 17, 31, 24, 37, 30, 23, 8].

In this paper, we address the transductive GZSL problem, by introducing a novel, more effective, feature synthesis method able to balance the training process. In details, our approach builds upon the possibility of mimicking the human brain in hallucinating a mental imagery of a certain unknown category while reading a textual description of it. As pursued by a number of recent works [18, 3, 6, 13, 17, 31, 24, 37, 30, 23, 8], conditional feature generation is adopted for this purpose. Specifically, images from the seen classes are fed into a backbone ResNet-101 network which pre-computes a set of real visual features [29]. Subsequently, through a Generative Adversarial Network (GAN) [10, 2, 11], the following min-max optimization game is solved: a generator network is asked to synthesize visual embeddings which should look real to a discriminator module. Since the generator network is conditionally
dependent upon semantic embeddings, the trained model can be exploited to create synthetic features of the classes for which we lack visual labeled data. Afterwards, GZSL can be solved as simple classification problems through a softmax classifier trained on top of real features (from seen classes) and generated features (from the unseen ones).

In the literature, several variants have been attempted to improve the pipeline under the architectural point of view with the aim to solving efficiently GZSL: using an attribute regression module [13], easing the generator with a variational auto-encoder [18, 3, 31, 24, 8], adopting cycle-consistency [6], designing intermediate latent embeddings [17] or employing features-to-feature translation methods [18, 3, 6, 13, 17, 31, 24, 37, 30, 23, 8]. On the one hand, as commonly done in adversarial training, we need to generate synthetic descriptors indistinguishable from a pool of pre-trained real features used as reference. On the other hand, synthetic features are required to translate the semantic information into visual patterns, which are discriminative for the seen and unseen classes to be recognized.

We posit that resolving these two tasks within a single architecture is arguably difficult and we claim that this is the major limitation affecting the performance of the currently available feature generating schemes for GZSL. In fact, since adopting a single architecture for two tasks, one of them may be suboptimally solved with respect to the other, resulting in a poor modelling of either the visual or the semantic space.

Hence, differently to prior work, in this paper we propose to separately solve the two tasks, decoupling the feature generation stage to better tackle transductive GZSL. First, we train an unconditional generative adversarial network with the purpose of synthesizing features visually similar to the real ones in order to properly model their distribution in an unsupervised manner. Since our generation is not conditioned on semantic embeddings, we are sure to specifically model the visual appearance of our feature representations. Second, we encapsulate such visual information into a structured prior, which is used in tandem with a conditioning factor (here, the semantic embedding) to (conditionally) generate synthetic feature vectors. Because of the improved source of noise, we expect to enhance the semantic-to-visual translation as well, yielding visual descriptors with richer semantic content. The resulting architecture for decoupled feature generation is named DecGAN.

Since our DecGAN is decoupled into one unconditional and one conditional GAN-like branches, it is capable of exploiting the unlabeled visual data which are available in transductive GZSL. In fact, while we can compare the generated seen features with the real ones, both conditionally and unconditionally (since we have access to labels), we cannot do it for the unseen ones. Unseen classes are, in fact, not supported by annotated visual data, hence the conditional discriminator cannot “verify” them. We deem that our proposed architecture contributes in addressing this problem by cross-connecting the conditional branch with the unconditional one. In other words, we use the unconditional discriminator to evaluate the “quality” of the conditionally generated features. In this way, we decouple the feature generation, not only for the seen categories, but also for the unseen ones, resulting in a better modelling for both and improving the GZSL performance.

In summary, this work provides the following original contributions.

- We introduce the idea of decoupling feature generation for transductive zero-shot learning by encapsulating visual patterns into a structured prior, which is subsequently adopted to boost the semantically conditioned synthesis of visual features.

- We implement our idea through a novel architecture, termed DecGAN, which combines an unconditional and a conditional feature generation module, introducing a novel cross-connected branch mechanism able to decoupling feature generation for both seen and unseen categories.

- Through an extensive ablation study, we analyze each single component of our architecture. As compared to the transductive GZSL state-of-the-art, DecGAN outperforms it on CUB [27] and SUN [32] datasets (see Table 4.3, Section 4).

The rest of the paper is organised as follows. In Section 2, we outline the most relevant related work. In Section 3, we present the proposed approach, which is then experimentally validated in Section 4. The final conclusions are drawn in Section 5.

2. Related Work

In this Section, we will cover the most relevant related work in the field of transductive zero-shot learning. For more general details on other zero-shot paradigms, the reader can refer to [29].

Classical approaches in GZSL aim at learning a compatibility function between visual features and class embeddings, projecting them in a common space [29].

In order to exploit unlabeled data for the unseen classes in the transductive GZSL, [33] proposes a procedure to perform label propagation [7] as to simultaneously learn a representation for both seen and unseen classes. As shown in [29], this label propagation procedure can be extended to all the methods based on compatibility functions that map the visual features into the class embedding space [1]. Due to the shift between seen and unseen classes, the projection may struggle when switching from the seen to the unseen
Generative approaches for transductive GZSL have been recently proposed [31, 23, 8, 25]. Using the taxonomy of generative models [9], the method proposed in [25] can be categorized as an explicit density model with tractable density. In fact, here it is proposed to model the density function of the conditional probability of the visual features given the class embedding through an exponential family of distributions. Among the profitable benefits of tractable density function, the computational pipeline becomes simpler and more efficient. However, constraining the density function limits the possibility to capture all the complexity of the data. Instead, our framework is based on GANs [10, 2, 11], a direct implicit density model [9], and therefore, we do not impose any density function for the distribution from which we want to generate the visual features, but we let the model to directly learn it from the data.

In [23], a constraint is introduced in GAN training to improve the discriminative properties of the generated features. Specifically, a compatibility function $f$ between visual features and class embeddings is learned, then the correlation between gradients of real and generated features in respect to $f$ is maximized during GAN training.

In [31] and [8], a mixture of explicit and implicit models, a Variational Autoencoder (VAE) [14] and a GAN, is proposed. Specifically, a single generator/decoder is conditioned on the attribute embeddings and used to approximate the numerically intractable distribution of the visual features. By directly minimizing the divergence between the real visual features and the generated ones, the model learns 1) how to extract visual features for those classes which are not seen during training but only described through their attributes, and 2) how to mimic the distribution of visual features (with the addition of one adversarial categorization network in [8]).

Differently to [31, 23, 8], in our work, we propose a decoupled feature generation framework. Hence, instead of training one single conditional generator, we train an unconditional generator to solely capture the complexity of the visual data distribution, and we subsequently pair it with a conditional generator devoted to enrich the prior knowledge of the data distribution with the semantic content of the class embeddings.

To generalize the generative deep networks on the (unlabeled) unseen domain: [23] use an unconditional discriminator for both, seen and unseen data, and implicitly learns the class label information through the compatibility function; [8] apply a pseudo-labeling strategy; [31] use an additional unconditional discriminator for the unseen data. Differently, we cross-connect our conditional and unconditional branches.

3. Decoupled Feature Generation

3.1. Notation and Problem Definition

we consider two disjoint sets of classes: the seen classes $Y^s$ and the unseen ones $Y^u$, such that $Y^s \cap Y^u = \emptyset$. For the seen classes, a dataset of triplets $(x_s, y_s, c(y_s))$ is available: $x_s \in X$ is the visual feature vector, $y_s \in Y^s$ is its class label and $c(y_s)$ is the corresponding class embedding. Differently, for the unseen classes, in transductive GZSL we only have unlabeled visual features $x_u$. The sets of the labels $y_u$ of the unseen classes are described in terms of their semantic embeddings $c(y_u)$, as for the seen ones.

Given a test visual feature $x$, the goal is to predict the corresponding class label $y$ which can either belong to the seen or to the unseen classes.

For feature generation approaches, a conditional generator $G$ is fed with random noise $z$, and a class embedding $c(y)$ and it synthesizes a feature vector which will be denoted by $\tilde{x}$. Once $G$ is trained, synthetic features $\tilde{x}_u$ are generated for the unseen classes and are used, together with $x_s$, to train a softmax classifier which is responsible for the final recognition task.

3.2. Our Proposed Architecture: DecGAN

Looking at Figure 1, our proposed DecGAN architecture is composed of two cross-connected branches, which consist of two GANs - one unconditional (in yellow in the figure) and one conditional (in light blue), which are cross-connected forming a third cross-branch (in violet).

It can be noticed that there are two main ingredients: a structured prior and a cross-connection between the conditioned and unconditioned branches. Since the unconditioned branch learns how to mimic the feature representation, regardless of the semantic class embeddings, this allows to generate a structured prior which can be shared across classes and adopted by the conditional branch to better perform the semantic-to-visual mapping. The cross-connection is fundamental as well: once synthetic features are conditionally generated, they can be checked to be realistic from the conditional generator only if they belong to the seen classes - for which we have labels. But, with the additional usage of the unconditional generator, we can also verify if the synthetic features from unseen classes are similar to real ones in distribution. This framework fully exploits the possibility of a transductive zero-shot learning.

The reader can refer to Figure 1 for a visualization and to the next paragraphs for the details on the design of our architecture.
Figure 1. Our proposed DecGAN architecture is composed of two cross-connected branches consisting of two GANs: unconditional and conditional. The unconditional branch (yellow) is composed of generator \( G^0 \) and discriminator \( D^0 \), and the conditional branch (light blue) is composed of generator \( G^c \) and discriminator \( D^c \). An additional cross-branch (violet) is composed of \( G^0 \) and \( D^0 \). Generator \( G^0 \) is decomposed into \( G^1 \) and \( G^2 \), such that given some random noise \( z \), \( G^2(G^1(z)) = G^0(z) = \hat{x}^0 \). The structured prior \( s = G^1(z) \) is fed as input into \( G^c \) together with the class embeddings \( c(y) \), for the sake of conditionally-generating visual descriptors \( \hat{x}^c \). Best viewed in colors.

### 3.2.1 Unconditional Branch.

The unconditional branch is composed of the generator \( G^0 \) and the discriminator \( D^0 \). The generator \( G^0 \) is decomposed into \( G^1 \) and \( G^2 \), such that, given some random noise \( z \), \( G^2(G^1(z)) = G^0(z) = \hat{x}^0 \). We refer to the output of \( G^1 \) as the structured prior \( s \), that is \( s = G^1(z) \). The concatenation of \( s \) and the class embeddings \( c(y) \) is passed as input to the conditional branch (see next paragraph). The unconditional branch is dedicated to learning the data distribution and we model it as a Wasserstein GAN (WGAN) [2, 11]. Hence, optimization is performed by minimizing the Wasserstein distance between the real data distribution and the synthetic’s one by playing the following two-player game between \( G^0 \) and \( D^0 \) [2]:

\[
\min_{G^0} \max_{D^0} \mathbb{E}_x [D^0(x)] - \mathbb{E}_{\hat{x}^0} [D^0(\hat{x}^0)],
\]

(1)

where \( \hat{x}^0 = G^0(z) \) denotes the features generated from the unconditional generator \( G^0 \). To regularize the min-max optimization, we use the following penalty term [11]:

\[
\mathcal{R} = \mathbb{E}_x (\| \nabla D^0(\hat{x}) \|_2 - 1)^2,
\]

(2)

where \( \hat{x} = \alpha x + (1 - \alpha) \hat{x}^0 \) with \( \alpha \sim \mathcal{U}(0, 1) \).

### 3.2.2 Conditional Branch.

To learn how to translate the semantic content of the class embeddings \( c(y) \) we model the conditional branch with the extension of the WGAN to a conditional model [30]. The conditional branch is composed of the generator \( G^c \) and the discriminator \( D^c \). In this architecture, both the generator and the discriminator are conditioned on the class embeddings. The generator \( G^c \) takes as input the structured prior \( s \) and it is conditioned on the class embeddings, learning how to enrich the information about the data distribution contained in \( s \) with the semantic content of \( c(y) \). The generated features \( \hat{x}^c = G^c(s,c(y)) \) are then evaluated by the discriminator \( D^c \) together with the class embedding that generated them, and compared to real data pairs \( (x, c(y)) \).

With this architecture, \( G^c \) learns how to enrich \( s \) with the content of the class embeddings. The quality of the relation between the generated visual features and the semantic content is then evaluated by \( D^c \). The optimization is carried out through

\[
\min_{G^c} \max_{D^c} \mathbb{E}_x [D^c(x, c(y))] - \mathbb{E}_{\hat{x}^c} [D^c(\hat{x}^c, c(y))],
\]

(3)

with the regularization term [30]:

\[
\mathcal{R} = \mathbb{E}_x (\| \nabla D^c(\hat{x}, c(y)) \|_2 - 1)^2,
\]

(4)

where \( \hat{x} = \alpha x + (1 - \alpha) \hat{x}^c \) with \( \alpha \sim \mathcal{U}(0, 1) \).

We also add the regularization term introduced by [6]. That is, given a pre-trained linear module \( A \) and \( \tilde{a} = A(\hat{x}) \) the reconstruction of \( c(y) \) given \( \hat{x} \), we add the reconstruction loss:

\[
\mathcal{R}_{rec} = \| c(y) - \tilde{a} \|_2^2.
\]

(5)

### 3.2.3 Cross Branch.

Because labeled data are not available for the unseen classes, we cannot feed the conditional discriminator \( D^c \) with them. To exploit the unlabeled data we propose to conditionally generate the visual features \( \hat{x}^c \) and evaluate them only by their distribution using \( D^c \). Thus in this setting we do not condition both the generator and the discriminator, as is commonly done in GAN based conditional generation, but we only condition the generator. Hence, optimization is obtained by

\[
\min_{G^c} \max_{D^0} \mathbb{E}_x [D^0(x)] - \mathbb{E}_{\hat{x}^c} [D^0(\hat{x}^c)],
\]

(6)

adapting as consequence the regularization term on the gradients as

\[
\mathcal{R} = \mathbb{E}_x (\| \nabla D^0(\hat{x}) \|_2 - 1)^2,
\]

(7)

where \( \hat{x} = \alpha x + (1 - \alpha) \hat{x}^c \) with \( \alpha \sim \mathcal{U}(0, 1) \) and adding the reconstruction loss defined in equation (5).
The origin of the proposed architecture. Our work is inspired by FusedGAN [4], which combines two GANs to improve image generation in a semi-supervised setup. Differently, in our case, we handle feature generation in the zero-shot case, so we have no annotated data at all for some of the classes and we need to generate them. To solve this problem, differently from FusedGAN, we cross-connect the two branches to transfer the knowledge of the seen domain to the unseen one.

3.3. Training Methodology

To train the proposed DecGAN, we propose a three-staged training strategy, which is explained beneath and sketched in Figure 2.

1. In the first stage, we optimize both the conditional and the unconditional branch using only data from the seen classes. We seek to achieve decoupled feature generation for the seen categories in a way that, while \( G^0 \) learns how to model the data distribution, \( G^c \) learns how to enrich the structured prior with the content of the class embeddings. We perform an alternate training strategy in which, first, we update \( D^0 \) and \( G^0 \) using equations (1) and (2). Then, we update \( D^c \) and \( G^c \) using equations (3) and (4). A full update step consists of \( k \) updates of \( D^0 \), 1 update of \( G^0 \), \( k \) updates of \( D^c \) and 1 update of \( G^c \) in sequence with \( k > 1 \) [11]. Here, we chose \( k = 5 \) as done in [30].

2. In the second training stage, we want to take advantage of the unseen unlabeled data to add into the structured prior the information of the unseen data distribution. To reach our goal, we use the unseen data to fine-tune \( D^0 \) and \( G^0 \) using equations (1) and (2).

3. The third stage consists in the fine-tuning of the conditional generator \( G^c \) on the unseen data. Using structured prior, generalized over the unseen classes in the previous stage, we condition \( G^c \) with the embeddings of the unseen classes to reinforce its ability to translate semantic content into visual features in the unseen domain. That is, we use equations (6) and (7) to update \( D^0 \) and \( G^c \) using unseen data.

3.4. Implementation Details

We implement \( G^2 \) and \( G^c \) as single hidden layer neural networks with hidden layer of size 4096 and leaky ReLU activation and output layer that has the size of the visual feature vectors, 2048, and ReLU activation. In \( G^1 \), a leaky ReLU is used as the activation function (without hidden layer). Specifically, \( G^0 \) is a 2-hidden layer neural network and we use its first layer as structured prior. The size of the structured prior (the output of \( G^1 \)) is fixed to 1024. The size of noise \( z \) is fixed to 512 and is sampled from a multivariate normal distribution \( \mathcal{N}(0, I) \), where \( 0 \) is the 512-dimensional vector of zeros and \( I \) is the 512-dimensional identity matrix. \( D^0 \) and \( D^c \) are neural networks composed of a single hidden layer of size 4096 (with leaky ReLU activation) and by an unconstrained real number as output.

4. Experiments

4.1. Datasets and Benchmarks

We evaluate proposed DecGAN on standard benchmark datasets for GZSL. We considered Oxford Flowers (FLO) [19], SUN Attribute (SUN) [32] and Caltech-UCSD-Birds 200-2011 (CUB) [27]. FLO consists of 8,189 images of 102 different types of flowers, SUN 14,340 images of scenes from 717 classes and CUB of 11,788 images of 200 different types of birds.

For SUN and CUB, we use manually annotated attributes [29]. Because for FLO the attributes are not available, we follow [31] in using 1024-dim sentence embedding extracted by the character-based CNN-RNN [20] from fine-grained visual descriptions of the images. Statistics of the datasets are available in Table 1. For a fair comparison, we split the classes of SUN and CUB between seen and unseen using the splits proposed by [29]. For FLO, we use the splits as in [20]. For all datasets, the visual features are chosen as the 2048-dim top-layer pooling units of the ResNet-101 [12], provided by [29].

As evaluation metrics, the GZSL setup, we measure the performance as harmonic mean between seen and unseen accuracy, each one computed as top-1 classification accuracy on seen and unseen classes [29].

4.2. Ablation Study

In this Section, we will perform an accurate ablation analysis on the different components of our proposed DecGAN architecture. Specifically, we will separately evaluate the impact on performance of each of the three branches which endows DecGAN: namely, the unconditioned, conditioned and cross-branch as presented in Section 3.2. We will also pay attention to the effects of the different stages of our training pipeline: the first stage is evaluated in stand-alone fashion, while we also provide experimental evidence for the effect of removing the second stage.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>att</th>
<th>stc</th>
<th>#( \mathcal{Y}^s )</th>
<th>#( \mathcal{Y}^u )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLO [19]</td>
<td>-</td>
<td>1024</td>
<td>62+20</td>
<td>20</td>
</tr>
<tr>
<td>SUN [32]</td>
<td>102</td>
<td>-</td>
<td>580+65</td>
<td>72</td>
</tr>
<tr>
<td>CUB [27]</td>
<td>312</td>
<td>-</td>
<td>100+50</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 1. Statistics of considered datasets: number of seen classes \#\( \mathcal{Y}^s \) (training + validation), unseen classes \#\( \mathcal{Y}^u \), dimension of attribute (att) annotation and sentences (stc) extracted features.
4.2.1 The Impact on Performance of each Training Stage.

To better analyse our composite training pipeline, in Table 2, we present an ablation study to assess the impact on performance of each of the three stages of our training pipeline. Precisely, we evaluate the drop in performance resulting from removing any of the aforementioned stages from the full training pipeline of DecGAN: when either removing the first, second or third stage, we obtain DecGAN(−Stg1), DecGAN(−Stg2) and DecGAN(−Stg3), respectively. We also assess the performance of the first and third stage separately (DecGAN(Stg1) and DecGAN(Stg3)). Note that, we cannot evaluate the stage 2 in a standalone fashion since such stage lacks of a conditional feature generation pipeline from which we can sample features for the seen/unseen classes (see Figure 2).

Discussion. With respect to the performance of the full DecGAN model, the first stage always achieve a suboptimal performance, and this can be clearly explained by the fact that, DecGAN(Stg1) exploits data from the seen classes only (inductive setup). The poor performance of DecGAN(Stg3) reveals that without the conditional discriminator, which takes as input the visual features and the related class embeddings (consequently learning the relation between visual features and class embeddings), the generator does not learn to generate class dependent visual features. When removing the first stage, the performance is comparable with DecGAN(Stg3); this shows how pivotal this first step is for the whole pipeline. During the second stage, we fine-tune the structured prior adding information about the data distribution of the unseen visual features, but we update the conditional generator on the new structured prior only in Stage 3. The misalignment between the structured prior that the conditional generator expects as input and the updated one it receives leads in a performance drop when comparing DecGAN(Stg1) and DecGAN(−Stg3). However, the importance of the transitory Stage 2, is highlighted by the difference in performance between DecGAN and DecGAN(−Stg2). The third stage has a clear effect on performance: fine-tuning the conditional generator over the unseen data always boosts the performance, no matter if the second stage was performed or not.

4.2.2 The Effect of the Decoupled Feature Generation.

We posit that the main advantage of DecGAN is the possibility of decoupling the feature generation stage, as to tackle two problems separately: 1) the generation of features which are visually similar to the real ones, and 2) the translation of semantic patterns from attributes to features. We want now to prove that the aforementioned separation of the tasks leads to a superior performance if compared to a model which tries to perform both tasks jointly. To do so, we compare the proposed decoupled feature generation (achieved through DecGAN) with a baseline model in which we perform a similar staged training, without performing decoupling.

Specifically, we consider the architecture represented in Figure 3, which is described beneath. It is composed of a single conditional generator $G^c$ and two discriminators, one conditional $D^c$ and one unconditional $D^0$, implemented through Wasserstein GANs subjects to gradient penalty loss and reconstruction loss in the same way of our DecGAN. Moreover, similarly to our DecGAN, we train this architecture in two stages (see Figure 3). In the first stage, we train $G^c$ together with $D^c$ using only seen data, and in the second stage, we train $G^c$ together with $D^0$ using unseen data. Differently to DecGAN, generation is performed with a single generator that has to learn both, the data distribution of the real visual features and how to translate the semantic content of the class embeddings into them, without taking advantage of the structured priors and the decoupled features generation. As for DecGAN, $G^c$ and $D^0$ and $D^c$ for this baseline are one-hidden layer neural networks with hidden layer of size 4096 with leaky ReLU activation. The size of the noise is fixed to 1024, the same of the structured prior $s$. 

![Diagram](image-url)
The results of this analysis are presented in Table 3 and discussed in the following.

**Discussion.** The effect of decoupling is clearly visible on all the 3 benchmarks showing that it is always advantageous since leading to a superior performance, when considering all error metrics adopted in this paper: accuracy over unseen and seen classes \( a_u \), \( a_s \), and their harmonic mean \( H \). When we do not perform decoupling, the resulting performance is comparable to the one achieved by DecGAN\(^{(−Stg2)}\) (check Tables 2 and 3). We think that this is an effect of what happens to the structure prior, which is first trained on the seen data and the conditional generator, and then fine-tuned on the unseen ones. Such discontinuous usage of seen and unseen data leads the generator to use the structured prior as a random input, since it is not able to read the visual information which is encapsulated inside.

### 4.3. Comparison with the State-of-the-Art in transductive GZSL

In this Section, we report the key benchmark against the state-of-the-art transductive GZSL. The methods are the projection with visual structure constrain (CDVSc) [26], the effective deep embedding (EDE\(_{ex}\)) [35], the progressive ensemble network (PREN) [34], the domain-invariant projection (Full DIPL) [36], the attribute-based latent embedding (ALE) [1], the generative framework based on a family of Gaussian distributions (GFZSL) [25], the discriminative semantic representation learning (DSRL) based on a non-negative matrix factorization approach [33], the feature generation approach based on a paired network and variational auto-encoder GAN and VAE [31, 8] (f-VAEGAN-D2 and Z-VAE-GAN) and the addition of the gradient matching loss during the gan training [23] (GMN). We additionally report some classical inductive methods as [21, 1, 5, 28], as well some generative inductive methods based on GAN [30, 6], VAE [3, 24] or combination of them [31]. We selected the three publicly available benchmark datasets (FLO, SUN and CUB) presented in Section 4.1. We present the results through mean over five different runs at a fixed number of DecGAN training epochs. We report results obtained in Table 4.3.

#### 4.3.1 Discussion.

In Table 4.3, we show how our proposed decoupled feature generation, implemented through our DecGAN model, is capable of improving in performance prior methods.

Among the inductive zero-shot learning methods, DecGAN sets up sharp improvements in performance: methods such as CADA-VAE [24] are improved in the scored harmonic mean \( H \) by +9.3% on SUN and by +11.0% on CUB. Similarly, DecGAN is capable of outperforming cycle-WGAN [6] on FLO (+16.3%), SUN (+10.5%) and CUB (+10.4%). Actually, even the performance of DecGAN in the first training stage is superior to cycle consistency: DecGAN\(^{(Stg1)}\) improves cycle-WGAN by +2.0% of FLO.

A solid performance is shown also when benchmarking the state-of-the-art in the transductive generalized zero-shot learning setup. On FLO, DecGAN improves several prior methods by margin, in terms of \( H \): +59.3% with respect to ALE [29], +47.7% with respect to GFZSL [25] and +43.6% with respect to DSRL [33]. The only method reported in Table 4.3 which is slightly superior to us is f-VAEGAN-D2 [31] and the reason for that is the usage of two fea-

---

**Table 3.** The effect of decoupling the feature generation stage. We compare the decoupled approach of DecGAN to the not decoupled baseline. We report top-1 accuracy on seen classes \( a_s \) and unseen classes \( a_u \) and their harmonic mean \( H \). Best \( H \) values are highlighted in bold. All results are reported by averaging accuracies over 5 different runs.

<table>
<thead>
<tr>
<th>Method</th>
<th>FLO</th>
<th></th>
<th>SUN</th>
<th></th>
<th>CUB</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( a_u )</td>
<td>( a_s )</td>
<td>( H )</td>
<td>( a_u )</td>
<td>( a_s )</td>
<td>( H )</td>
</tr>
<tr>
<td>DecGAN(^{(Stg1)})</td>
<td>58.1</td>
<td>79.8</td>
<td>67.2</td>
<td>45.0</td>
<td>34.5</td>
<td>39.1</td>
</tr>
<tr>
<td>DecGAN(^{(Stg3)})</td>
<td>4.7</td>
<td>82.2</td>
<td>8.9</td>
<td>1.2</td>
<td>30.1</td>
<td>2.3</td>
</tr>
<tr>
<td>DecGAN(^{(−Stg1)})</td>
<td>5.8</td>
<td>73.9</td>
<td>10.1</td>
<td>1.3</td>
<td>39.1</td>
<td>2.5</td>
</tr>
<tr>
<td>DecGAN(^{(−Stg2)})</td>
<td>71.1</td>
<td>50.5</td>
<td>80.1</td>
<td>53.2</td>
<td>44.2</td>
<td>48.2</td>
</tr>
<tr>
<td>DecGAN(^{(−Stg3)})</td>
<td>50.5</td>
<td>80.1</td>
<td>62.0</td>
<td>44.5</td>
<td>34.7</td>
<td>38.3</td>
</tr>
<tr>
<td>DecGAN</td>
<td>73.0</td>
<td>92.2</td>
<td>81.5</td>
<td>57.2</td>
<td>44.3</td>
<td>49.9</td>
</tr>
</tbody>
</table>

**Table 2.** We assess the impact on performance of the presence/absence of each stage of the training pipeline of our DecGAN model. We report top-1 accuracy on seen classes \( a_s \) and unseen classes \( a_u \) and their harmonic mean \( H \). Best \( H \) values are highlighted in bold. All results are reported by averaging accuracies over 5 different runs.

<table>
<thead>
<tr>
<th>Method</th>
<th>FLO</th>
<th></th>
<th>SUN</th>
<th></th>
<th>CUB</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( a_u )</td>
<td>( a_s )</td>
<td>( H )</td>
<td>( a_u )</td>
<td>( a_s )</td>
<td>( H )</td>
</tr>
<tr>
<td>Not decoupled</td>
<td>69.5</td>
<td>91.4</td>
<td>79.0</td>
<td>52.7</td>
<td>44.3</td>
<td>48.1</td>
</tr>
<tr>
<td>Decoupled</td>
<td>73.0</td>
<td>92.2</td>
<td>81.5</td>
<td>57.2</td>
<td>44.3</td>
<td>49.9</td>
</tr>
</tbody>
</table>
Figure 3. Baseline architecture. Left: a visualization of the architectural design of the baseline. Right: similarly to our proposed DecGAN, we adopt a staged training to optimize the baseline.

Table 4. Results in GZSL. We report top-1 accuracy on seen classes $a_s$ and unseen classes $a_u$ and their harmonic mean $H$. First and second best values are highlighted in bold and italic, respectively, for $H$. Inductive (I) and Transductive (T) methods are reported. †: results not reported because of the usage of different class embeddings, which are not comparable. Our results are presented by averaging performance scores over 5 different runs.

<table>
<thead>
<tr>
<th></th>
<th>FLO</th>
<th>SUN</th>
<th>CUB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_u$</td>
<td>$a_s$</td>
<td>$H$</td>
</tr>
<tr>
<td>ESZSL [21]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ALE [1]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SynC [5]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LATEM [28]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>f-CLSWGAN [30]</td>
<td>I</td>
<td>59.0</td>
<td>73.8</td>
</tr>
<tr>
<td>f-VAEGAN [31]</td>
<td>-</td>
<td>56.8</td>
<td>74.9</td>
</tr>
<tr>
<td>cycle-WGAN [6]</td>
<td>-</td>
<td>61.6</td>
<td>69.2</td>
</tr>
<tr>
<td>SyntE [3]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CADA-VAE [24]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DSRL [33]</td>
<td>-</td>
<td>26.9</td>
<td>64.3</td>
</tr>
<tr>
<td>GMN [23]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CDVSc [26]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PREN [34]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Z-VAE-GAN [8]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ALE_trans [29]</td>
<td>T</td>
<td>13.6</td>
<td>61.4</td>
</tr>
<tr>
<td>Full DIPL [36]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EDE_ex [35]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GFZSL [25]</td>
<td>-</td>
<td>21.8</td>
<td>75.8</td>
</tr>
<tr>
<td>f-VAEGAN-D2 [31]</td>
<td>-</td>
<td>78.7</td>
<td>87.2</td>
</tr>
<tr>
<td>DecGAN (ours)</td>
<td>-</td>
<td>73.0</td>
<td>92.2</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we address a major limitation of the mainstream approach in (generalized) zero-shot learning, consisting in the necessity of solving two problems with a single computational pipeline: 1) capturing the distribution of visual features in order to generate realistic descriptors, and 2) translating semantic attributes into visual patterns. Therefore we proposed DecGAN, which decouples the aforementioned problems, by means of an unconditional GAN generating a structured prior. The latter can be used to improve the conditional generation of visual features. The overall architecture has a staged training, whose steps have been validated in a broad experimental comparison, assessing that this computational setup is particularly favorable for the transductive GZSL setup. In fact, DecGAN is improving in performance previous state-of-the-art on challenging public benchmark datasets.
References


[31] Yongjin Xian, Saurabh Sharma, Bernt Schiele, and Zeynep Akata. F-VAEGAN-D2: A Feature Generating Framework


