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Abstract

Deception is a common phenomenon in society, both in

our private and professional lives. However, humans are

notoriously bad at accurate deception detection. Based on

the literature, human accuracy of distinguishing between

lies and truthful statements is 54% on average, in other

words, it is slightly better than a random guess. While

people do not much care about this issue, in high-stakes

situations such as interrogations for series crimes and for

evaluating the testimonies in court cases, accurate decep-

tion detection methods are highly desirable. To achieve a

reliable, covert, and non-invasive deception detection, we

propose a novel method that disentangles facial expression

and head pose related features using 2D-to-3D face recon-

struction technique from a video sequence and uses them to

learn characteristics of deceptive behavior. We evaluate the

proposed method on the Real-Life Trial (RLT) dataset that

contains high-stakes deceits recorded in courtrooms. Our

results show that the proposed method (with an accuracy of

68%) improves the state of the art. Besides, a new dataset

has been collected, for the first time, for low-stake deceit de-

tection. In addition, we compare high-stake deceit detection

methods on the newly collected low-stake deceits.

1. Introduction

Deceptive behavior is frequently displayed in daily life,

yet, recognition of such behavior or lies is not an easy task

for humans. On average, people can correctly classify only

47% of lies and 61% of truthful statements [4].

Therefore, reliable methods for deception detection is an

important need specifically for high-stakes situations such

as court cases, and suspect/witness interrogations for fur-

ther investigations and low-stakes situations to improve our

daily communications. However, the ubiquitous polygraph,

the most commonly known deception detection mechanism

is unreliable [13].

Invasive approaches such as PET (positron emission to-

mography) and fMRI (functional magnetic resonance imag-

ing) based methods perform better but they are neither fully

reliable nor practical in deception detection where compact-

ness or portability is required. Besides, the invasive na-

ture of such mechanisms leaves them to be easily tricked

by skilled deceivers [13]. Hence, deception detection re-

quires non-invasive and covert methods for accurate de-

tection. The difficulty in non-invasive deception detection

lies in the weakness of external cues, since a large vol-

ume of work indicates that deceits are barely evident in be-

haviour [18].

Recent developments in computer vision, along with the

availability of deceptive behavior videos, have increased the

research interest on deceit detection from visual patterns.

The driving mechanism behind this ambition is the (sub-

conscious) leakage of behavioral cues to deception [18].

These cues are often weak, very fast, or subjective, mak-

ing them hard to interpret by humans. Recent studies on

automated deception detection [27] exploits different be-

havioral modalities such as facial actions/expressions, head

pose/movement, gaze, hand gestures, and even vocal fea-

tures in the analysis [1, 27]. In contrast, our work focuses

solely on temporally coherent disentangled facial cues.

High-level visual features used in the literature [27] such

as facial action units are prone to errors due to challenging

environmental conditions (i.e. illumination, viewpoint, oc-

clusion, etc.). Thus, features extracted under challenging

conditions can be unreliable. In this paper, to cope with

such issues, we propose to exploit 2D-to-3D face recon-

struction to obtain an effective low-level representation for

more reliable deception detection. 2D-to-3D face recon-

struction aims at decomposing a face image into its com-

ponents such as 3D facial geometry, expression, skin re-

flectance, head pose, and illumination parameters. Expres-

sion and head pose components are expected to carry im-

portant information for deceit detection [25].

Although a successful decomposition has been a back-

bone for many face-related computer vision tasks (e.g. face

recognition, emotional expression recognition, head pose
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Figure 1. Architecture overview. Our proposed method decomposes temporally related features (expression and pose) from identity and

environment properties by simultaneously training two CNNs (Identity and Temporal CNNs) to produce two sets of features using 2D-to-

3D reconstruction. Features from the Temporal CNN are used for Deceptive Prediction.

estimation, etc.), this work is the first one that exploits face

reconstruction for deceit detection. To this end, we pro-

pose an identity (i.e. facial geometry and skin reflectance)

and environment (i.e. illumination) unbiased deceit detec-

tion system. Unbiasedness is achieved by conditioning on

facial expression and head-pose related features alone. Fa-

cial expression and head-pose feature space are disentan-

gled from other properties by simultaneously learning two

separate networks, one to predict the identity and environ-

ment parameters and another for temporally related features

(i.e. expression and head pose). Our results show that the

proposed novel method for deception detection improves

the state of the art high-stakes deceit detection, as well as it

provides comparable results with the methods which make

use of manually annotated facial attributes (e.g. facial ac-

tions/expressions, gaze, and head movement).

All prior automatic methods have been focusing on high-

stakes deceit detection. There is no study available for au-

tomatic low-stakes deceit detection also because there is no

low-stakes deceit detection dataset available. In our work,

a novel Low-Stakes Deceit dataset has been collected with

624 high-res recordings of 312 subjects. To the best of our

knowledge, the Low-Stakes Deceit dataset is the first and

the only dataset available for low-stakes deceit detection.

Besides, we use the dataset also to evaluate the existing

automatic high-stakes deceit detection methods on the full

spectrum of deceit.

To summarize, our contribution is four-fold:

• A novel method is proposed for deception detection on

videos. The proposed method disentangles head pose

and facial expression from facial identity (i.e. skin re-

flectance and 3D facial geometry) and illumination, us-

ing 2D-to-3D face reconstruction.

• The Real-Life Trial dataset has been cleaned and

state-of-the-art high-stakes deceit detection methods

have been re-evaluated using Leave-One-Person-Out

(LOPO) validation.

• The proposed method outperforms the existing state-

of-the-art and outperforms professional experts on the

high-stakes deceit detection task.

• A new Low-Stakes Deceit (LSD) dataset is introduced.

To our knowledge, it’s the first visual dataset for low-

stakes deceit detection. For the first time, we create

a benchmark for state-of-the-art automatic high-stake

deceit detection methods on low-stake deceit detec-

tion. The dataset will allow further research to be done

on low-stake deceit detection.

2. Related work

2.1. Deception detection

At the basis of deception detection through nonverbal

cues stands the leakage hypothesis, which states that –if

the stakes of a lie are high enough– involuntary, subcon-

scious cues of deceit will emerge from a liar [18]. One can

divide observable cues into physiological cues, body lan-

guage cues, and facial cues. One of the problems with in-

tangible constructs such as deceit is that these cues range

from highly objective ones (vocal pitch) to highly subjec-

tive measurements (facial pleasantness). Hence, this sec-

tion aims to provide an overview of objective, non-verbal

cues that are relevant to the scope of using visual features

for deception detection.

Concerning facial cues, a multitude of signals have been

identified to correlate with deceit, such as lip pressing [7],
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smiling and pupil dilation, and facial rigidity [29]. How-

ever, the studies often find contradictory results [5, 38]. Be-

sides, performance is highly dependent on the data used for

training and validation, with some datasets being noticeably

easier than others [39]. Secondly, the circumstances under

which the lies were elicited are influential: multiple studies

indicate that deceptive cues increase in magnitude with in-

creased cognitive load [37]. Hence, the final application and

training data should have comparable cognitive load during

data recording.

Micro-expressions pose another viable source of infor-

mation [41], even though other studies have shown that only

a small amount of people exhibit micro-expressions when

lying [10]. Facial action units (AUs) are also found to be

informative for deceit detection [27].

One of the most recent methods of automated deceit de-

tection is proposed by Morales et al. [27]. This method

fuses information from audio-visual modalities, where vi-

sual features in the form of 408 cues, including gaze, ori-

entation, and FACS information, are extracted using Open-

Face [2] and later fused with verbal and acoustic features.

Fusion occurs through a concatenation of statistical func-

tional vectors, after which random forests and decision

trees are used for deception classification. Differently, [30]

presents a baseline method for their introduced Real-Life

Trial dataset, which models manually coded visual features

such as expression, head movement, and hand gestures to-

gether with speech transcriptions using random forests and

decision trees.

In literature, deceit is typically categorized into high-

stakes (hold severe consequences for the liar) and low-

stakes (simple lies that individuals get away with most of-

ten). All prior automated deceit detection methods, to our

knowledge, have been focusing on the high-stakes deceit

detection problem. Thus, there was no research has been

done on low-stakes deceit detection. Low-stakes deceit de-

tection is considered more challenging than high-stakes de-

ceit detection since people in high-stakes situations are ex-

pected to behave more nervously [25]. In more than 30 hu-

man behavior studies on low-stakes and high-stakes deceit

conducted by other researchers an average accuracy of 55%

has been achieved by professional experts on low-stakes in

comparison with 67% for high-stakes [28].

2.2. Monocular face reconstruction

The decomposition of image components requires in-

verting the complex real-world image formation process.

The reconstruction by inverting image formation is an ill-

posed problem because an infinite number of combina-

tions can produce the same 2D image [3]. In general,

we can categorize face reconstruction methods into two

groups, namely, iterative [3, 14, 34, 35] and deep learning

based [33]. Iterative approaches try to optimize parameters

by minimizing the error between projected (reconstructed

face) and the original image in an iterative (analysis-by-

synthesis) manner [3]. The energy functions are mostly

non-convex. The good fitting can only be obtained by close

initialization to the global optimum, which is only possi-

ble with some level of control during image capture. Since

these approaches are computationally expensive they are

not preferred in this paper.

Deep learning based methods, to reconstruct a face from

a single monocular image, typically uses either data aug-

mentation techniques to regress prediction to be close to the

ground truth [15, 21, 32] or applies the similar analysis-

by-synthesis approach to train the neural network using a

physically plausible image formation model [9, 15, 24, 33].

These methods produce sufficient reconstruction quality for

certain tasks, however, they sacrifice details in order to be

tractable for challenging, unconstrained images. Since such

methods cannot avoid expression information to be leaked

in 3D facial geometry, it is likely that there is an informa-

tion loss while capturing expression. To reliably capture

facial movements, the separation of 3D facial geometry and

expression components are quite important.

Some works have been proposed to overcome such is-

sues by using RGB videos instead of single monocular im-

ages [14, 34, 35]. However, these works are based on

the iterative optimization approach ( requires energy min-

imization for new input data). Convolutional Neural Net-

work (CNN) architectures are recently explored for video-

based dense real-time face reconstruction. In this paper, we

present a novel identity-aware, dense, and real-time face

reconstruction CNN pipeline which receives RGB videos

as input. Unlike previous monocular reconstruction meth-

ods, our method disentangles identity-related features (i.e.

3D facial geometry and reflectance) and illumination from

temporally dependent parameters (i.e. expression and head

pose) by simultaneously learning two CNNs for those sets

of parameters using 2D-to-3D reconstruction. Disentangle-

ment of temporally dependent features is important for de-

ception detection since it allows our method to be unbiased

towards subject identity and recorded environment.

3. Proposed method

Our goal is to predict if a talking person is lying based

on visual input i.e. face image. A sequence of RGB face

images {Ii} ∈ R
W×W×3 is passed to the Convolutional

Neural Network (CNN) backbone to predict head-pose and

facial-expression related features. Expression and head-

pose are disentangled from other properties using 2D-to-3D

reconstruction, which simultaneously learns latent face at-

tributes together with environmental conditions. Constrain-

ing prediction on expression and head-pose alone allows us

to be unbiased from facial identity and environment con-

ditions which are irrelevant for deceit detection. Prior psy-
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chology studies have shown expression and pose-related be-

haviors such as eye contact, facial twitching, pauses, stut-

tering, and hesitance to be indicative of lie detection [25].

Temporal features (i.e. expression and head pose) are used

further in the second CNN to produce the final deceit detec-

tion. An overview of our method is shown in Fig. 1.

3.1. Modeling deceptive behaviour

We model lie detection as a Multiple Instance Learning

problem [19]. Given features extracted from video frames,

our model assigns a single label (lie/truth) for the entire

video. For a video annotated as a lie, we assume that there is

at least one sub-sequence, where the person shows a decep-

tive behavior. For a video annotated as a truth, we assume

that everything in the video is a truth. Thus, any sequence

of frames which contains a lie sub-sequence is labeled as a

lie. Given expression and pose related frame-wise features

our deception prediction model extracts local temporal fea-

tures ht ∈ R
T×C using two layers of 1D-convolutions over

the temporal dimension, where T is a sequence length, and

C is the number of filters. Attention block Att weighs fea-

tures based on their usefulness for the final task. Final linear

layer fc with sigmoid is used to produce final prediction y.

y = σ

(

fc

[
∑

t

softmax(Att(ht)) · ht

])

. (1)

3.2. Expression and pose features disentanglement

A 2D face image Ii can be described using latent pa-

rameters P = {α,β, δ,γ,ω, t} ∈ R
257 from which the

original face can be reconstructed. We use CNN to pre-

dict those parameters. α = {αi}, β = {βi} ∈ R
80 and

δ = {δi} ∈ R
64 are parameters correspond to 3D face ge-

ometry, albedo and expression; γ ∈ R
9×3 describes scene

illumination; ω ∈ SO(3) and t ∈ R
3 describe face rotation

and translation.

Our model consists of two CNN backbones. The first

component, Identity CNN, is used to predict identity

and environment related parameters (identity geometry α,

albedo β and lighting condition γ). Face image is passed to

the MobileNetV2 backbone [31]. Its last layer is replaced

by a fully connected layer with linear activation to predict

α, β, γ parameters. The second component, Temporal

CNN, is used to predict face expression δ and object trans-

formations w, t based on a sequence of RGB face images

{Ii} ∈ R
W×W×3. MobileNetV2 backbone is followed by

a recurrent layer LSTM and a fully connected layer with

linear activation to predict δ,w, t.

We use LSTM to capture temporal relations between

video frames and as an expression and pose-related feature

space for the Deceptive Prediction network.

Disentanglement of expression and pose feature space

from other properties is achieved by simultaneously learn-

ing all latent parameters P using 2D-to-3D reconstruction

via Physics-based encoder. Disentanglement is an impor-

tant property for our deception framework since it allows

it to be unbiased towards identity and environment proper-

ties by assuming that lie cues are dependent on temporally

related properties (expression, pose) only.

3.3. 2D­to­3D reconstruction

Albedo and geometry. 3D face geometry and albedo

are parametrized using a multi-linear PCA model [16]. Face

geometry is represented as a point cloud X in the Euclidean

space with the corresponding albedo attributes B ∈ R
N×3.

X = Ageom +Pid[α · σid] +Pexp[δ · σexp], (2)

B = Aalb +Palb[β · σalb], (3)

where Ageom,Aalb ∈ R
N×3 are the mean face ge-

ometry and skin albedo; Pid,Palb ∈ R
N×3×80,Pexp ∈

R
N×3×64 are principal components of PCA models for face

identity, albedo and expression respectively; together with

their standard deviations σid, σalb ∈ R
80, σexp ∈ R

64.

Face transformation. We model face movement in

the scene using 6DoF transformation T. Rotation matrix

R(w) : R3 → R
3×3 is represented in ω ∈ R

3 ∈ SO(3),
and translation t ∈ R

3 in x, y, z directions.

Illumination model. Illumination changes are modeled

using the first 3 bands of spherical harmonics basis function

Hj assuming face is a Lambertian surface [36]. The inten-

sity of the i-th vertex ci is defined as a product of vertex

reflectance bi and a shading component.

ci = bi

3
2

∑

j=1

γjHj

(

R(ω)ni

)

, i ∈ 1..N, (4)

where ni is a vertex normal of the i-th vertex. We define

illumination parameters γj separately for each RGB chan-

nels, and consequently have 27 parameters in total. Vertex

normal is estimated based on 1-ring triangle neighbors. Tri-

angle topology is known from the face morphable model.

Projection model. An obtained 3D point cloud X is

mapped into a 2D plane by applying a rigid transformation

T and perspective transformation Π which is a product of

projection V and viewport P ∈ R
4×4 matrices:







x̂

ŷ

ẑ

d̂






=

[
V
]
×

[
P
]

︸ ︷︷ ︸

Π

×

[
R(ω) t

0 1

]

︸ ︷︷ ︸

T

×







x

y

z

1






. (5)

û, v̂ coordinates, and depth can be obtained by division

by the homogeneous coordinate d̂. The focal length is as-

sumed to be fixed and principal points to be in the middle of
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the projection screen. û, v̂ together with vertex color c are

used for producing the final reconstructed face.

3.4. Training losses

We use cross-entropy loss between ground-truth labels

ygt ∈ {0, 1} and predictions y ∈ [0, 1] to train our Decep-

tive Prediction pipeline.

Ldec = ygt · logy + (1− ygt) · log(1− y). (6)

For 2D-to-3D reconstruction we employ the energy min-

imization strategy of [33]. In total our loss consists of 3

main components: landmark loss Eland, vertex-wise pho-

tometric loss Evert and regularization term Ereg .

L = wlandEland + wvertEvert + Ereg. (7)

L2 difference between landmark projections p from a

predicted 3D face model and ground truth landmark lj are

used. In total, we use |F| = 48 landmarks for optimization

covering eyebrows, eye corners, nose, mouth, and chin.

Figure 2. Sample video frames from the RLT dataset. The dataset

contains videos of trials under different lighting conditions, pose,

with multiple people in the scene. Some of the videos are heavily

occluded and don’t contain visible facial features.

Figure 3. Distribution of videos per person in the RLT dataset.

RLT dataset is imbalanced, with a few identities with a large num-

ber of videos.

Eland =
1

|F|

∑

j∈F

‖pkj
− lj‖

2

2
, (8)

where we define kj as an annotated vertex index of the

j-th landmark on the 3D model.

We define photometric loss as a L2,1 difference [11] be-

tween vertex intensity color and its corresponded color from

the original image. To find an intensity color on image

space we perform interpolation. We filter out vertices which

contribute to the photometric loss based on normal direc-

tion, |V| is the number of vertices.

Evert =
1

|V|

∑

i∈V

‖ci −Xûi,v̂i‖2, (9)

We use Tikhonov regularization [36] to enforce parame-

ters to be in the plausible range.

Ereg = wα

80∑

i=1

α2

i + wβ

80∑

i=1

β2

i + wδ

64∑

i=1

δ2i . (10)

4. Datasets

Real-Life Trial dataset. We employ the Real-Life Trial

dataset [30] which contains 121 videos from real-life high-

stakes scenarios that are publicly available. See Fig. 2 for

visual samples from dataset. It has 61 deceptive and 60

truthful trial clips of 21 female and 35 male subjects whose

ages vary between 16 and 60. The average duration of

videos is about 28 seconds. When constructing the dataset,

Perez-Rosas et al. [30] enforce some visual constrains for

videos such as the defendant or witness and his or her face

should be identified during most of the footage.

Nonetheless, the video quality is noisy: the defendant’s

face is not always clearly visible in the video, the defen-

dant and witnesses may appear both in the scene. Previous

works, which rely on the confidence of the face detector

alone, extract visual features from both defendant and wit-

nesses for deceptive prediction. In addition, the dataset is

unbalanced: the amount of videos per identity differenti-

ates significantly (Fig. 3). One performing K-fold valida-

tion might include videos of the same person both in testing

and training split, and hence achieving high accuracy. Con-

sequently, for each video in the dataset, we have manually

annotated all witnesses and removed them from the video

sequence. If multiple faces appear in the scene, we remove

all faces except the defendant. 5 videos without faces in the

scene / occluded faces have been removed which leaves 116

videos for LOPO validation.

Low-Stakes Deceit (LSD) dataset. We have collected a

new dataset of low-stakes deceit which contains 624 high-

res recordings of 143 males and 169 females interviewees
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Figure 4. Sample video frames from our newly collected LSD

dataset. The dataset contains video of the similar lighting con-

ditions, pose with a single person in the scene.

Figure 5. Age distribution of interviewees in our novel LSD

dataset. Distribution is heavily tilted to 10 since it has been col-

lected in the Science Museum popular among children.

under a controlled environment. Data collection was car-

ried out as a part of Science Live, the innovative research

programme of Science Center NEMO1. To our knowledge,

our dataset is the first visual dataset available for studying

low-stakes deceit in the literature. The age of participants

varies between 7 to 72 years (Fig. 5). Among them, 209

participants speak Dutch and 103 participants speak En-

glish. Participants are facing the camera frontally and an-

swer the interviewer’s questions. The environmental condi-

tions (e.g. illumination, background) are remained the same

during whole recording sessions.

The interviewees are asked to describe two abstract

scenes: one on the visual card provided to the interviewee

beforehand, and another which s/he did not see in advance.

We define the first description as truth and the second as a

lie. As a result, we have collected 2 recordings for every

312 identities with positive and negative labels. Since the

experiment setting doesn’t imply a punishment for the con-

trived answer, the collected recordings can be used to study

low-stakes lie. Samples of our novel LSD dataset are shown

in Fig. 4. We asked interviewees to judge peer recordings

and used this information to measure the human accuracy

on this dataset.

1Science Center NEMO, Amsterdam, http://www.e-nemo.nl.

5. Implementation details

We train our 2D-to-3D face reconstruction network for

200K iterations on 300VW [8] and CelebA datasets [26]

using a batch size of 5 and Adam optimizer [23] with learn-

ing rate of 10−5. Loss weights are set to be wvert = 1.92,

wland = 0.0019, wα = 2.9 × 10−5, wβ = 4.93 × 10−8,

wδ = 2.32× 10−5.

For training the Deceptive Prediction network we use

RLT dataset for high-stakes lies and our newly collected

LSD dataset for low-stakes lies. Models are trained on the

batch size of 8 for 100 epochs. Early stopping is performed

based on the validation score. We use Adam optimizer with

a learning rate of 10−3.

300VW contains video sequences with annotated 68

landmarks for each frame. We crop faces based on a bound-

ing box on ground truth landmarks with 10% expansion. We

process CelebA using dlib [22] for face detection and FAN

[6] for landmark detection. In total, we have collected 94K

images from 300VW coming from 49 videos and 200K im-

ages from CelebA. Images from RLT and LSD datasets are

processed in the same manner.

For each video sequence of 300VW we randomly select

a cropped face as an input for the Identity-CNN. We ran-

domly sample a sequence of 3 crop faces with a random

step size from 1 to 5 frames as an input for the Temporal-

CNN. For CelebA we assume that we have a 1-frame video

sequence for each image. Images are randomly flipped to

augment the dataset size. We train the model alternating

CelebA and 300VW batches.

MobileNetV2 backbones are pretrained using ImageNet.

We add offset to the 0-th band SH coefficient and z-

translation to make sure the initial 3D face model has a

plausible initial illumination and is centered in the middle

of the screen. Basel Face Model 2017 [16] is used for 3D

face geometry, albedo and expression.

6. Experiments

In this section, we provide the details and results of con-

ducted experiments. We start with a comparison with other

methods on the high-stakes lies task. Next, we evaluate how

methods designed for the low-stakes lies task performs in

the low-stakes settings. Last, we provide additional analy-

sis of age and gender effects. We considered lie as positive

and truth as negative throughout the experiments when cal-

culating accuracy, precision, and recall.

6.1. Baselines

In this section, we describe baselines for our experi-

ments. Morales et al. [27] is tested with a decision tree

(DT) and random forest (RF) classifiers with default param-

eters as in the papers. OpenFace [2] is used to extract facial

features in default output (i.e. basics, gaze, pose, 2D and 3D
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Type Model Feature Accuracy Precision Recall

Manual
Perez-Rosas et al. [30] DT* Hand-labeled features 0.67 0.64 0.74

Perez-Rosas et al. [30] RF* Hand-labeled features 0.71 0.70 0.70

Automatic

Morales et al. [27] DT* OpenFace features 0.50 0.48 0.38

Morales et al. [27] RF* OpenFace features 0.56 0.57 0.40

3D-ResNext [17] CNN features 0.59 0.57 0.63

DARE [40] RF Motion Features 0.54 0.55 0.42

Time-CNN [12, 42] LSTM features 0.47 0.44 0.26

Ours LSTM features 0.68 0.66 0.72

Table 1. State-of-the-art comparison on the high-stakes lies task using RLT dataset.
*: only facial features are used

Model Feature Accuracy (EN/NL) Precision (EN/NL) Recall (EN/NL)

Human Visual + Audio 0.516 - -

Morales et al. [27] DT OpenFace features 0.55 / 0.52 0.55 / 0.52 0.57 / 0.53

Morales et al. [27] RF OpenFace features 0.55 / 0.50 0.54 / 0.50 0.57 / 0.45

3D-ResNext [17] CNN features 0.53 / 0.54 0.53 / 0.55 0.53 / 0.52

Time-CNN [12, 42] LSTM features 0.47 / 0.51 0.47 / 0.52 0.51 / 0.44

Ours LSTM features 0.54 / 0.52 0.53 / 0.52 0.64 / 0.65

Table 2. State-of-the-art comparison on the low-stakes lies task using LSD dataset.

facial landmark locations, rigid and non-rigid shape param-

eters, action units) and apply some statistical metrics (max,

min, mean, median, std, kurtosis, skewness, etc.) to create

one feature vector per video. Perez-Rosas et al. [30], which

is the basis for Morales et al. [27], is also implemented

with a decision tree (DT) and random forest (RF) classifiers

with default parameters as mentioned in their papers. They

use manually labeled features. Since our system focuses

only on facial features, we excluded hand-related features

from their experimental setup to obtain comparable results.

3D-ResNext [17] is pretrained on Kinetics dataset [20] and

finetuned starting from the third block. During training, a

random temporal sampling of 30 frames is used. In infer-

ence, we use a non-overlapping sliding window of size 30

and take the mean scores of windows as the final score per

video. Time-CNN [42] is a CNN for time series classifica-

tion. This method reveals time series patterns through 1D

convolutions on the temporal vector of each feature dimen-

sion. DARE [40] is a multimodal deception method. For

our experiments we use a model with motion features only

provided by authors.

6.2. High­stakes deceit

We perform a comparison with other methods on the

high-stakes deceit settings using the Real-Life Trial dataset.

Results are reported in the Table 1. Leave-one-person-out

(LOPO) validation is used to solve the dataset’s flaw: the

imbalanced amount of videos per subject (Fig. 3) which

causes one subject to appear in both training and test splits

when using K-Fold or leave-one-out validation. Subjects

who have either too few (1) or too many videos (20% of the

remaining videos) are always kept in the training set. 15%

to 20% of the remaining videos are randomly separated as

the validation. We try to get as much balanced as possible

training and validation splits in terms of classes. To have a

balanced training set, we randomly downsampled the ma-

jority class in terms of quantity to have an equal number of

instances from each class.

Morales et al. [27] mentioned 71.07% and 73.55% ac-

curacy results for their visual model with DT and RF clas-

sifiers, respectively. However, they obtained these figures

erroneously by applying leave-one-out validation which

causes subject overlaps between the test and train dataset. In

this experiment, the results of both Morales et al. and Perez-

Rosas et al. are reported under LOPO settings instead.

The last row of Table 1 shows the performance of our

proposed deception detection method. Our method per-

forms on par with manual deceit methods that rely on hand-

labeled features and achieves the best performance among

automatic methods. Note that hand-labeled features are not

possible in a real-life scenario. A significant improvement

over other automatic facial feature extraction based meth-

ods shows that our method can extract more reliable fa-

cial features under challenging conditions since RLT dataset

consists of varying illumination conditions and subjects are

recorded under various viewing angles at various distances

151



to the camera.

6.3. Low­stakes deceit

We compare methods, which are designed for high-

stakes settings, on the low-stakes deceit detection task using

our newly collected LSD dataset. To our knowledge, we are

the first to evaluate automatic deception detection methods

on low-stakes deceit detection. Methods are evaluated sep-

arately on subsets with Dutch and English speakers. We

applied X-Fold validation and made sure the same subject

didn’t occur simultaneously in training/validation/testing

splits. Results are reported in the Table 2.

Automatic methods in general works as well as human

evaluators (51.6% accuracy) on our benchmark, in spite of

using visual-only features versus visual and audio for hu-

mans. In the case of our method, it’s constrained to fa-

cial expression and pose related properties alone. This con-

straint prevents the model from biases toward subject iden-

tity and environment condition (an important property for

deceit detection systems), however, simultaneously creates

more challenges for deceptive behavior prediction. In addi-

tion, our dataset is collected under controlled settings (e.g.

subjects are frontally facing the camera, subjects are sitting

at a certain distance from the camera, faces are well lit).

Such a controlled setting eases the problem of reliable facial

feature extraction which explains why all automatic facial

feature extraction based deceit detection methods achieve

similar accuracy (54%) in our dataset.

Low-stakes deceit detection is a very challenging prob-

lem since people in low-stakes situations tend to behave less

nervous, and hence showing less behavioral changes. In

more than 20 human behavior studies on low-stakes deceit

conducted by other researchers an average accuracy of 55%

has been achieved by professional experts in comparison

with high-stakes deceit studies with an average accuracy of

67% [28]. Thus, our deceit detection method performs with

similar accuracy to that of professional experts in the low-

stakes deceit detection task on our benchmark.

6.4. Influence of age

Since our LSD dataset provides age labels, we have clus-

tered results into age classes to evaluate the correlation be-

tween age and deceit detection accuracy (Table 3). We sepa-

rated samples into 3 categories: children, young adult, mid-

dle age, and above. We have observed higher accuracy on

lie detection for children in comparison to adults in the En-

glish language split. This might be explained by children

being more expressive with their expression. However, re-

sults require further research for a definitive conclusion.

6.5. Influence of gender

We investigate the effect of gender on RLT and our LSD

datasets. RLT dataset has been manually annotated with

Age Lang. Acc. Prec. Rec. # samples

< 18
EN 0.56 0.56 0.58 62

NL 0.51 0.51 0.64 228

≥ 18, < 45
EN 0.53 0.52 0.66 106

NL 0.53 0.52 0.70 134

≥ 45
EN 0.50 0.50 0.64 28

NL 0.54 0.53 0.57 56

Table 3. Clustering low-stakes results by age.

Dataset Gender Acc. Prec. Rec. # samples

RLT
Male 0.65 0.38 0.50 46

Female 0.70 0.76 0.77 70

LS EN
Male 0.53 0.53 0.58 106

Female 0.55 0.54 0.69 98

LS NL
Male 0.52 0.51 0.67 176

Female 0.52 0.52 0.64 242

Table 4. Gender-specific deceit detection results on the RLT and

LSD datasets.

gender labels. The results are summarized in Table 4. High

precision and recall values of females may suggest that the

feature extraction of males is more challenging and has high

variation. However, this can also be related to the number

of samples as we have female subjects almost as twice as

males subjects in the RLT dataset. For the low-stakes set-

tings, we have observed better accuracy on the female split

for English speakers with less conclusive results for Dutch.

7. Conclusion

We have presented a novel method for deception detec-

tion based on reliable facial expression and head pose re-

lated features. Those properties have been disentangled us-

ing a 2D-to-3D face reconstruction technique which simul-

taneously learns (a) face identity, environment parameters,

and (b) facial expression and head pose using separate con-

volutional neural networks, and hence achieves their sepa-

ration. Our pipeline models deceit detection as a Multiple

Instance Learning problems conditioned on reconstruction

features. It’s real-time and (with an accuracy of 68%) im-

proves the state-of-the-art as well as providing on par re-

sults with the use of manually coded facial attributes (71%)

in the high-stakes deception detection on the challenging

RLT dataset. We have collected a new low-stake deceit

detection dataset. To our knowledge, we are the first to

evaluate automatic visual-based high-stake deceit detection

methods on low-stakes deceit detection tasks. In the low-

stakes lies deception detection task it has achieved results

on par with professional experts however there is still room

for improvement. We hope that the newly collected dataset

will allow further research to be done on low-stake deceit

detection.
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