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Abstract

We propose an optimal transport (OT) framework for

generalized zero-shot learning (GZSL), seeking to distin-

guish samples for both seen and unseen classes, with the

assist of auxiliary attributes. The discrepancy between fea-

tures and attributes is minimized by solving an optimal

transport problem. Specifically, we build a conditional

generative model to generate features from seen-class at-

tributes, and establish an optimal transport between the

distribution of the generated features and that of the real

features. The generative model and the optimal transport

are optimized iteratively with an attribute-based regular-

izer, that further enhances the discriminative power of the

generated features. A classifier is learned based on the fea-

tures generated for both the seen and unseen classes. In ad-

dition to generalized zero-shot learning, our framework is

also applicable to standard and transductive ZSL problems.

Experiments show that our optimal transport-based method

outperforms state-of-the-art methods on several benchmark

datasets.

1. Introduction

When there is access to abundant labeled examples for

image-based data, modern machine learning and deep learn-

ing algorithms have demonstrated the ability to learn reli-

able classifiers [25, 53, 57]. Unfortunately, their ability to

generalize to unseen classes typically remains poor. This

limitation has motivated significant recent interest in zero-

shot learning (ZSL) [32, 45, 55, 63]. By leveraging auxil-

iary information that may be available for the seen/unseen

classes, e.g., attribute vectors and/or textural descriptions of

classes [40], ZSL aims to learn new concepts with minor or

no supervision (i.e., distinguish data for classes unseen in

the training phase).

Although many ZSL methods have been proposed, they

often suffer from inherent limitations. A typical problem

is “domain shift.” Many ZSL methods try to establish a

mapping between the feature space and the class/attribute

space, and predict the unseen classes by finding their clos-

est attribute vectors [2, 32]. However, seen classes and

unseen ones often suffer from clear domain differences in

high-dimensional space. Accordingly, the mapping learned

based on the seen classes may be inapplicable to the un-

seen classes. Another problem is “high-bias.” Most meth-

ods highly bias towards predicting the seen classes [59, 69],

because the training data are purely from the seen classes.

Such a phenomenon is important in generalized zero-shot

learning (GZSL), where the proposed classifier needs to dis-

tinguish samples for both seen and unseen classes.

To overcome the above problems, we propose an

optimal-transport-based zero-short learning method. The

proposed method is motivated by recent synthesis of exem-

plars for ZSL [41, 59, 69], extended by building a more

powerful generative model via optimal transport (OT) [61].

As shown in Figure 1, our method learns a conditional gen-

erative model to construct features from attributes, and min-

imizes the optimal transport distance (also called Wasser-

stein discrepancy) between the generated features and the

real ones. The generative model helps to synthesize samples

for unseen classes from given attributes. We apply iterative

optimization to jointly learn the generative model and the

corresponding optimal transport, and further enhance the

discriminative power of the generated data via learning an

associated attribute predictor as a regularization. Finally, an

additional classifier is trained to distinguish generated data

from both seen and unseen classes.

Distinct from existing methods, which minimize the dis-

crepancy between features and attributes on each individual

data, our method considers the optimal transport between

the distribution of features and that of attributes. Matching

distributions [58, 69] is found to be more robust than find-

ing correspondences between individual samples, with this

beneficial for suppressing the risk of domain shift caused

by mismatch. Additionally, the generative model can syn-

thesize instances for unseen classes, with the synthesized

data available for training the classifier. Therefore, the high-

bias problem can be suppressed effectively. Moreover, our

method is the first framework conducting ZSL under the

primal form of optimal transport (OT), and it provides uni-

versal solutions to ZSL problems. It is applicable not only
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Figure 1. The diagram of proposed method. In the training phase, a generator is learned to synthesize features from attributes, whose

distribution approaches to that of real features obtained from a pretrained CNN. After the generator is learned, we further train a classifier

based on the generated features for both seen and unseen classes. In the testing phase, the “pretrained CNN + classifier” achieves zero-shot

learning, whose pipeline is shown as red arrows.

to the generalized ZSL [70] problem, but also to the stan-

dard ZSL [32] and transductive ZSL [46]. We analyze the

assumptions of our method in depth and investigate its ro-

bustness to hyper-parameters. Experimental results demon-

strate that the proposed approach outperforms state-of-the-

art methods on several image-based benchmark datasets.

2. Proposed Framework

Suppose there are S seen classes and U unseen classes.

For the i-th class, i ∈ {1, ..., S + U}, we are given a d-

dimensional attribute vector [55], denoted ai ∈ R
d. All

the attribute vectors formulate an attribute matrix A =
[ai] ∈ R

d×(S+U). Data from the same class share the same

attributes and different classes always have different at-

tributes. The seen classes contain N labeled samples Ds =
{(xn,an)}

N
n=1, where xn ∈ R

D and an ∈ {a1, ...,aS}
represent the n-th sample and its attribute/label, respec-

tively. For the U unseen classes, the unlabeled data are

denoted Du = {xn+N}N
′

n=1, whose correspondences with

{aS+1, ...aS+U} are unknown. In the work considered

here, xn corresponds to features extracted from image n,

and such features will be manifested by a deep neural net-

work operating on the image.

We consider three settings for zero-shot learning: stan-

dard, generalized and transductive. In the standard set-

ting [32], we only have access to Ds and the attribute matrix

A in the training phase, and focus on classification of the

samples in Du in the testing phase. Generalized ZSL [70]

requires the final classifier to categorize the samples in the

whole U + S classes. Similar to the standard setting, the

transductive ZSL [30] also aims to train a classifier for the

U unseen classes, but it uses both the labeled data Ds and

the unlabeled data Du in the training phase.

We solve these three ZSL tasks within a unified frame-

work. The key of the proposed approach is to learn a condi-

tional generative model (i.e., the “generator” in Figure 1),

capable of generating representative features for both seen

and unseen classes, conditioned on their attributes. Those

generated features are used to train a classifier.1

The quality of the generated features has a significant

influence on the target classifier, which is purely decided

by the proposed generator. According to the nature of ZSL

problems, it is necessary for an ideal generator to have the

following properties:

1. For seen classes, the distribution of their generated

features should be close to that of real features.

2. For both seen and unseen classes, the generated fea-

tures should have discriminative power, e.g., the features

from the same attribute have a clustering structure.

The first property means that the generator establishes

a reliable mapping from attributes to features. The second

property ensures that the features synthesized by the gen-

erator are informative to train a classifier. The generator

with these two properties can synthesize realistic features

and be extended to those unseen classes. Since the gener-

ator can synthesize a large quantity of features for unseen

classes when training the classifier, the bias between seen

and unseen classes can be suppressed. Guided by these two

properties, we design an optimal transport-based method to

learn the generator.

3. Conditional Feature Generator

3.1. Optimal transport­based loss

The conditional feature generator is denoted g : A 7→

X , with A and X the attribute and feature space, respec-

tively. Given an attribute vector a ∈ A, we generate a set

of synthetic features via

x̂ = g([a; z]), z ∼ N (0, Id), (1)

1In standard and transductive ZSL problems, the classifier is just for

the U unseen classes. In the generalized ZSL problem, the classifier is for

all U + S classes.
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where z ∈ R
d is a random variable drawn from a normal

distribution, and [a; z] denotes the concatenation of vectors

a and z. We choose to make the dimension of z the same

as that of a; while not required, it was found to work well

in practice.

For the seen classes, we have N real features {xn}
N
n=1,2

and obtain M generated features {x̂m}Mm=1 from the at-

tributes of the seen classes via (1). Instead of finding cor-

respondences between the features generated from the at-

tribute space and those in the feature space, we aim to match

the empirical distribution of the generated features to that

of real features (as mentioned in Property 1). We utilize

distribution matching because point-wise matching in high-

dimensional space is sensitive to fluctuations of samples

and to outliers, yielding solutions that often fall into bad

local optima with incorrect correspondences. Distribution

matching, on the contrary, considers more variability of the

data and matches the data globally. In practice, distribution

matching has proven to be effective for transferring knowl-

edge from one modality to another [27, 38, 58].

To measure the distance between distributions, the opti-

mal transport (OT) distance [61] is a natural choice. Mathe-

matically, the optimal transport distance between two prob-

ability measures µ and v is defined as [44]:

dc(µ,v) = infπ∈Π(µ,v) E(x,x′)∼π[c(x,x
′)] (2)

where Π(µ,v) is the set of all joint distributions with µ and

v as marginals, and c(x,x′) is the cost for moving from x

to x′. When the cost is defined as the Euclidean distance,

i.e., ‖x−x′‖2, (2) corresponds to the Wasserstein distance.

When the cost is not a metric, which is common in practice,

(2) is also called Wasserstein discrepancy.

In our case, both the empirical distribution of real fea-

tures and that of generated features are represented as uni-

formly distributed, denoted as µ = [ 1
N
] ∈ R

N and v =
[ 1
M
] ∈ R

M , and (2) can be rewritten as

LOT (Ds,A; g) = minT∈Π(µ,v)

∑
n

∑
m
TnmCnm

= minT∈Π(µ,v) tr(T⊤C).
(3)

Here, Π(µ,v) = {T |T1M = µ,T⊤
1N = v}. The cost

Cnm = C(xn, x̂m) is the distance between the n-th real

feature and the m-th generated feature, which can be de-

signed with high flexibility. Since the usage of Euclidean

distance in a high dimensional embedding space will lead

to a severe hubness problem [16], we define the cost as the

cosine distance Cnm = 1 − x⊤

n
x̂m

‖xn‖2‖x̂m‖2
. T = [Tnm] ∈

R
N×M is the proposed optimal transport matrix. The ele-

ment Tnm ≥ 0 denotes the probability that the real feature

xn matches with the generated feature x̂m.

2In this work, we focus on the zero-shot learning problem in image

classification. Taking images as input, a pre-trained convolutional neural

network outputs the real features.

The optimal transport distance supplies an unsupervised

alignment between the empirical distribution of real fea-

tures and that of synthetic features generated from at-

tributes. By minimizing this distance, we can learn a gen-

erator to synthesize reasonable features consistent with the

real data distribution. Compared with other distances, e.g.,

KL-divergence [17, 66] and maximum mean discrepancy

(MMD) [58], optimal transport distance has some advan-

tages. Specifically, KL-divergence is asymmetric and may

suffer from a “vanishing gradient” problem when the sup-

ports of two distributions are non-overlapped [10] (which

is common when our generator is initialized randomly).

MMD just considers the similarity of the first order statistic,

whose constraints are too loose for distribution matching.

The proposed optimal transport distance, however, is ap-

plicable to non-overlapped distributions, which suppresses

the “vanishing gradient” problem when learning our gener-

ator. Additionally, the optimal transport distance imposes

more constraints on the generator than MMD does, which

accordingly has lower risk of over-fitting.

3.2. Attribute­based regularizer

By minimizing the optimal transport distance, i.e.,

ming LOT (Ds,A; g), we ensure that the generator can

mimic the distribution of features based on the correspond-

ing attributes. However, there is no guarantee that the gener-

ated features are discriminative enough to train a good clas-

sifier. To reduce this potential risk, we propose an attribute-

based regularizer. In particular, given a feature vector, either

the real x ∈ Ds or the synthetic x̂ from our generator, the

proposed regularizer aims to maximize its conditional like-

lihood given the corresponding attribute. Taking advantage

of neighborhood component analysis (NCA) [22], we de-

fine the conditional likelihood of a feature x (or x̂) given an

attribute a as

p(x|a) =
exp(−γ2d(f(x),a))

∑S+U

i=1 exp(−γ2d(f(x),ai))
, (4)

where f : X 7→ A is a predictor estimating the attributes

of generated features, and γ2 is a hyper-parameter tuning

the strength of the discriminator power. The discrepancy

between the proposed attribute and the predicted one is de-

fined by the cosine similarity d(f(x),a) = 1− f(x)⊤a

‖f(x)‖2‖a‖2
.

Accordingly, we calculate negative log-likelihood of

both the labeled features from the seen classes and those

generated from both seen and unseen classes, and impose it

on our generator as a regularizer:

LP (Ds,A; g, f)

= −Ex,a∼Ds
[log p(x|a)]− Ex̂[log p(x̂|a)]

= −Ex,a∼Ds
[log p(x|a)]− Ez[log p(g([a; z])|a)].

(5)

By minimizing (5), the generator is endowed discriminative

power for the generated features. Further, this regularizer
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provides guidance for the learning of the generative model,

navigating the generator to construct high-quality instances

yielding more rational transport.

Combining the optimal-transport-based loss with the

attribute-based regularizer, we optimize the proposed fea-

ture generator g associated with the attribute predictor f via

ming,f LOT (Ds,A; g) + βLP (Ds,A; g, f) (6)

where β is a hyper-parameter weighting the optimal trans-

port loss and the attribute predictor.

4. Learning Algorithm

The optimization problem (6) can be solved by an itera-

tive optimization strategy. Specifically, on each iteration we

first calculate the optimal transport distance given the cost

derived from the current generator g, and then optimize g

and f based on estimated optimal transport matrix T .

4.1. Calculating optimal transport distance

Given the generator g obtained in the previous iteration,

we generate M features {x̂m}
M
m=1 and calculate the cost

matrix C accordingly. The optimal transport distance LOT

can then be calculated by solving (2). Instead of apply-

ing linear programming (LP) directly to solve (2), whose

complexity is O(N3 logN), in this work we calculate the

optimal-transport distance using the Inexact Proximal point

method for Optimal Transport (IPOT) [73]. This method

finds the optimal transport T iteratively, and in each itera-

tion it imposes a Bregman divergence term DB to (2). Ac-

cordingly, the optimization problem becomes

T (t+1) = minT∈Π(µ,v) tr(T⊤C) + λDB(T ,T (t)), (7)

where DB(T ,T (t)) =
∑

n,m Tnm log Tnm

T
(t)
nm

calculates the

Kullback-Leibler (KL) divergence between the proposed T

and its estimation in the t-th iteration; λ controls the signif-

icance of the regularizer.

Equation (7) can be rewritten as

minT∈Π(µ,v) tr(T⊤(C − logT (t))) + λH(T ), (8)

where H(T ) =
∑

n,m Tnm log Tnm is the entropy term of

T . Equation (8) is of the same form as the Sinkhorn dis-

tance, introduced in [13], which can be solved with near

linear complexity. The solution to (8) can be obtained effi-

ciently via the Sinkhorn-Knopp algorithm [54].

The IPOT [73] algorithm is employed in our framework

because it has several advantages compared with traditional

linear programming-based algorithms [43] and Sinkhorn it-

eration [13]. First, the per-iteration computational complex-

ity of IPOT is at most comparable to that of Sinkhorn iter-

ation, and is much lower than that of linear programming.

Secondly, although both Sinkhorn iteration and IPOT have

near-linear convergence, IPOT requires much fewer inner

iterations, because it only needs to find inexact proximity in

each step. Thirdly, the Sinkhorn iteration algorithm is sensi-

tive to the choice of the regularizer’s weight, while the IPOT

method is robust to the change of the weight in a wide range.

More detailed analysis of the IPOT method can be found in

our supplementary file and related references [13, 43, 73].

4.2. Modifications for ZSL problems

Note that (3) provides an unsupervised solution to align

the generated data distribution and the empirical data distri-

bution. For the seen classes, however, the correspondence

between these data can also be derived by comparing the

attribute vectors of the real data with the generator’s inputs.

To leverage the correspondence provided by attributes, we

propose a stochastic transition method when learning the

optimal transport. In particular, when learning the param-

eters of our generative model, we have a probability p to

learn the optimal transport matrix T ∗ defined in (7), and

1 − p to directly assign the transition matrix T̃ with super-

vised signal. Given the real feature xn associated with the

attribute an and the synthetic feature xm = g([am; zm]),3

the element of T̃ is defined as

T̃mn =

{
1

#{an}×#{am} , if an = am

0, otherwise,
(9)

where #{a} counts the number of an attribute appearances.

T̃ is a valid transport matrix in Π(µ,v), and provides guid-

ance to align the two distributions in the image feature

space. Practically, this method supplies minor improve-

ments for classification, but speeds learning substantially.

4.3. Updating the generative model

Given the optimal transport matrix T ∗, we further update

the generator g and predictor f by

ming,f tr(T ∗⊤Cg) + βLP (Ds,A; g, f), (10)

where Cg is the cost matrix parameterized by the generator.

This problem can be solved efficiently via stochastic gradi-

ent descent. We apply Adam [28] to update g and f . The

whole learning process is summarized in Algorithm 1.

4.4. Classifier

Given the generative model learned in the previous sec-

tion, we are able to generate representative features of both

seen and unseen classes by (1). These generated samples,

together with the data from the seen classes, can be used

to train a classifier, e.g., the simple linear softmax function

3Here am ∈ {a1, ...,aS}, which is randomly selected from the at-

tributes of seen classes.

43474



Algorithm 1: Iterative Optimization

1: Input: Ds = {(xn,an)}
N
n=1, attribute matrix A,

p = 0.9, γ2 = 0.5, b = 128
2: Output: g(·)
3: while not converge do

4: Sample Breal = {(xi,ai)}
b
i=1 from Ds.

5: For seen classes, sample Bs = {(x̂i,ai)}
b
i=1,

ai ∈ {a1, ..,aS}, via (1).

6: For unseen classes, sample Bu = {(x̂i,ai)}
b
i=1,

ai ∈ {aS+1, ...,aS+U}, via (1).

7: Sample z ∼ Uniform[0, 1].
8: if z ≤ p then

9: Based on Breal and Bs, update T ← T ∗ via (7)

10: else

11: T ← T̃ via (9).

12: end if

13: Based on Bs and Bu, solve (10) via SGD and

update {g, f} accordingly.

14: end while

used in the following experiments. Since the classifier lever-

ages labeled examples from both seen and (synthesized) un-

seen classes, the corresponding ZSL result is inherently ro-

bust against bias towards seen classes.

5. Related Work

Wasserstein GAN (WGAN) [5]. The proposed optimal-

transport-based method is akin to a WGAN model [69],

with some key differences. WGAN [5] and its variants [24]

use Kantorovich-Rubinstein duality to calculate the Wasser-

stein distance. A constraint for the dual form is that the

discriminator must be a 1-Lipschitz function, which may

be violated in practice. In our model, we solve the optimal

transport problem in its prime form directly. As a result, our

method does not play the max-min game like GAN-related

work does, and does not need to train an additional discrim-

inator to distinguish real and synthetic features. Addition-

ally, Wasserstain distance is a special case for the optimal

transport distance [61]. Our method can be easily adapted

to other metrics.

Denoising Auto-Encoder (DAE) [62]. The proposed

generator together with an attribute-based regularizer is

similar to a DAE [62], by reconstructing the corresponding

attribute vector from the noised input attribute. However,

our model is specialized for classification tasks. In par-

ticular, we introduce a neighborhood component analysis

(NCA) [22] loss as the regularizer. Essentially, this regular-

izer implies that the features should have clustering struc-

ture defined by the corresponding attributes. Therefore, the

features generated by our model are more discriminative,

suitable for training the following classifier.

OT-GAN [49]. Our model is similar to OT-GAN [49]

in spirit, learning optimal transport in the primal space,

however, different in both modeling and algorithm. OT-

GAN [49] is designed for image generation that cannot

be directly extended for ZSL problems, while our OT

framework serves for ZSL tasks, with numbers of spe-

cialized modules, e.g., the stochastic transition method

(Sec 4.2) and the attribute regularizer (Sec 3.2). These

modules are essential for ZSL. Additionally, OT-GAN [49]

applies entropic regularizer and learns optimal transport

via the Sinkhorn algorithm [13], while our work uses

KL-divergence-based regularizer and the proximal gradient

method (i.e., IPOT [73]), which is more robust to hyperpa-

rameters and with more stable convergence.

Zero-shot learning methods From the viewpoint of

methodology, ZSL methods can be roughly categorized into

five types: (i) Learning a mapping from the feature space to

the attribute space, and predicting the class of an unseen

class test instance by finding its closest class-attribute vec-

tor [3, 11, 32, 55]; (ii) Learning a “reverse” projection from

the attribute space to the feature space [36, 79], which im-

proves the robustness of nearest-neighbor search; (iii) Rep-

resenting the classifier for each unseen class as a weighted

combination of those for the seen classes, with the combi-

nation weights defined by a similarity score of unseen and

seen class [8, 78]; (iv) Leveraging a probability distribu-

tion for each seen class and extrapolating to those unseen

classes [41, 60, 66]. (v) Building on a knowledge graph

to predict the image categories [33, 67]. All these types of

methods have been widely used in the standard and trans-

ductive ZSL problems [19, 35, 46]. Recently, generalized

zero-shot learning (GZSL) [9, 70] has been demonstrated to

be a more challenging task. Among existing ZSL methods,

generative models [23, 29] have achieved significant suc-

cess, including VAEs [41, 60] and GANs [69]. Our method

is derived from generative models and applicable to various

ZSL problems. Different from prior work, our framework

seeks to generate data by minimizing the Wasserstein dis-

tance in the primal space.

Optimal transport and Wasserstein distance Opti-

mal transport and Wasserstein learning have proven useful

in distribution estimation [7], alignment [77] and cluster-

ing [1, 14, 74], avoiding over-smoothed intermediate inter-

polation results. The lower bound of Wasserstein distance

has been used as a loss function when learning generative

models [5, 12]. The main bottleneck of the application

of optimal transport is its high computational complexity.

This problem has been greatly eased since the Sinkhorn

iterative algorithm was proposed in [13], which applies

iterative Bregman projection [6] to approximate Wasser-

stein distance, and achieves a near-linear time complex-

ity [4]. Many more complicated models have been pro-

posed based on Sinkhorn iteration [21, 50] and its variants,
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Table 1. Basic information of the considered datasets.

Dataset a d #Image #S train/val. #U

AwA1 Attribute 85 30,475 27/13 10

AwA2 Attribute 85 37,322 27/13 10

CUB Attribute 312 11,788 100/50 50

SUN Attribute 102 14,340 580/65 72

ImageNet Word2Vec 1000 254,000 800/200 360

e.g., Greenkhorn iteration [4] and IPOT [73]. Motivated by

these prior work, our framework solves the optimal trans-

port problem with IPOT algorithm [73] and demonstrates

its superiority on real datasets in Sec 6.5.

6. Experiments

To evaluate the effectiveness of our method (denoted

as OT-ZSL for optimal transport-based zero-shot learn-

ing), we apply it to generalized ZSL (GZSL), standard ZSL

(SZSL) and transductive ZSL (TZSL), and compare it with

state-of-the-art methods. Additionally, to investigate the

functionality of each module in our method, we also con-

sider a variant of our method, which is trained without the

attribute-based regularizer, and denoted OT-ZSL (w/o f ).

6.1. Image datasets and implementation details

We report results on the following datasets, with associ-

ated detailed information found in Table 1.

• Animals with Attributes (AwA) [32] This is a coarse-

grained dataset containing 30,475 images, with 50

classes and 85 attributes. A standard split of 40 seen

classes and 10 unseen classes are provided. Recently,

an alternative data split is also available [70]. We refer

to the data with the original split as AwA1 [32], and

with the new split as AwA2 [70].

• Caltech-UCSD-Birds-200 (CUB) [64] This dataset

consists of 11,788 fine-grained bird images, with 200

classes in total. A split of 150 unseen and 50 seen

classes are provided. Following [59], class attributes

are obtained by averaging all the image level attributes.

• SUN Scene Recognition [72] SUN contains 14,340

images from 717 scenes annotated with 102 attributes.

We follow the most widely employed setting, with 645

seen classes and 72 unseen classes.

• ImageNet [48] Following [20], 1000 classes from

ILSVRC-20112 [48] are used as the seen classes,

while 360 non-overlapped classes of ILSVRC-

2010 [15] are used as unseen classes.

Features For AwA1, AwA2, CUB and SUN, we extract

2048-dimensional features from a pre-trained 101-layered

ResNet [25]. Their class attributes are the corresponding

attribute vectors in these four datasets. For ImageNet, to

make a fair comparison to previous work, we maintain the

usage of GoogleNet [57], which yields a 1024-dimensional

extracted feature. Its class attributes are the semantic word

vector obtained from word2vec embeddings [40].

Implementation For the reported experiments, we use

the proposed train/test split [70] for each dataset for GZSL,

and consider both the standard and the proposed train/test

split [70] for SZSL. To make a fair comparison to prior

work, only the standard split is evaluated for TZSL. For the

network architecture, MLP with ReLU activation is used

for both the feature generator and the attribute predictor. In

all experiments, we use a single hidden layer with 4,096

hidden units. The noise z is sampled from normal distri-

bution N (0, Id). Finally, for each seen/unseen class, we

draw 500 synthetic features from our generator, and train

a linear softmax classifier. Following [69], we divided the

training data into training set and validation set, as shown

in Table 1. We set hyper-parameters empirically based on

the performance over the validation set. In all experiments

below, we set p = 0.9, λ = 0.5, γ2 = 0.5, β = 0.05, and

apply Adam [28], with batch in size of 128 and learning rate

in 0.001, to train our model.

6.2. Generalized zero­shot learning

In the GZSL setting, seen and unseen classes are eval-

uated jointly when testing. We use the data split provided

in [70]. Accordingly, the testing data from the seen classes

and that from the unseen classes are referred to as XS
test

and XU
test, respectively. Given the classifier trained over all

S + U classes, we evaluate the performance of different

methods via the following three measurements:

1. As: average per-class top-1 accuracy on XS
test.

2. Au: average per-class top-1 accuracy on XU
test.

3. H: harmonic mean of As and Au, i.e., H = 2AsAu

As+Au

.

H evaluates the overall performance of the proposed

method on both seen and unseen classes, which is the key

criterion of GZSL problem. The results, comparing with

several state-of-the-arts, are presented in Table 2. The pro-

posed model achieves superior performance for most of the

benchmark datasets, especially on the H measure. This

demonstrates that the proposed method keeps a balance be-

tween the seen and unseen classes better than alternative

approaches [8, 42], avoiding a strong bias towards the seen

classes. Among all methods, generative model-based ZSL

approaches [41, 59, 69] achieve remarkable success for the

GZSL task, showing that learning a power generative model

is critical for the generalization to those unseen classes. It

can be seen that the proposed model achieves comparable,

if not the best, Au over these benchmark datasets.

Note that even if we purely rely on the optimal transport

distance as the objective function, and train the proposed

model without the attribute-based regularizer, our method

can still achieve comparable learning results to the state-

of-the-art methods, as shown in the row of “OT-ZSL (w/o

f )” in Table 2. This result demonstrates the effectiveness

of the optimal transport framework for ZSL problems. On
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Table 2. Comparisons for various methods in the generalized ZSL problem, on the split provided by [70].

Methods
AwA1 AwA2 CUB SUN

Au As H Au As H Au As H Au As H

SJE [3] 11.3 74.6 19.6 8.0 73.9 14.4 23.5 59.2 33.6 14.7 30.5 19.8

LATEM [68] 7.3 71.7 13.3 11.5 77.3 20.0 15.2 57.3 24.0 14.7 28.8 19.5

SSE [79] 7.0 80.5 12.9 8.1 82.5 14.8 8.5 46.9 14.4 2.1 36.4 4.0

ESZSL [47] 6.6 75.6 12.1 5.9 77.8 11.0 12.6 63.8 21.0 11.0 27.9 15.8

DEVISE [18] 13.4 68.7 22.4 17.1 74.7 27.8 23.8 53.0 32.8 16.9 27.4 20.9

ALE [2] 16.8 76.1 27.5 14.0 81.8 23.9 23.7 62.8 34.4 21.8 33.1 26.3

SAE [31] 1.8 77.1 3.5 1.1 82.2 2.2 7.8 54.0 13.6 8.8 18.0 11.8

SYNC [8] 8.9 87.3 16.2 10.0 90.5 18.0 11.5 70.9 19.8 7.9 43.3 13.4

CVAE-ZSL [41] - - 47.2 - - 51.2 - - 34.5 - - 26.7

RelationNet [56] 31.4 91.3 46.7 30.0 93.4 45.3 38.1 61.1 47.0 - - -

f-CLSWGAN [69] 57.9 61.4 59.6 - - - 43.7 57.7 49.7 42.6 36.6 39.4

SGAL [76] 52.7 75.7 62.2 55.1 81.2 65.6 47.1 44.7 45.9 42.9 31.2 36.1

GDAN [26] - - - 32.1 67.5 43.5 39.3 66.7 49.5 38.1 89.9 53.4

CADA-VAE [51] 57.3 72.8 64.1 55.8 75.0 63.9 51.6 53.5 52.4 47.2 35.7 40.6

f-VAEGAN-D2 [71] 57.6 70.6 63.5 - - - 48.4 60.1 53.6 45.1 38.0 41.3

OT-ZSL (w/o f ) 57.8 75.2 65.4 58.1 76.0 65.9 44.2 56.3 49.5 44.5 50.6 47.4

OT-ZSL 62.3 80.5 69.6 60.6 77.5 68.0 52.7 68.0 59.4 52.7 52.7 54.8

Table 3. Top-1 accuracy in the standard ZSL problem.

Methods
AwA1 AwA2 CUB SUN

S P S P S P S P

SJE [3] 76.7 65.6 69.5 61.9 55.3 53.9 57.1 53.7

LATEM [68] 74.8 55.1 68.7 55.8 49.4 49.3 56.9 55.3

SSE [79] 68.8 60.1 67.5 61.0 43.7 43.9 54.5 51.5

ESZSL [47] 74.7 58.2 75.6 58.6 55.1 53.9 57.3 54.5

DEVISE [18] 72.9 54.2 68.6 59.7 53.2 52.0 57.5 56.5

ALE [2] 78.6 59.9 80.3 62.5 53.2 54.9 59.1 58.1

SAE [31] 80.6 53.0 80.2 54.1 33.4 33.3 42.4 40.3

SYNC [8] 72.2 54.0 71.2 46.6 54.1 55.6 59.1 56.3

CVAE-ZSL [41] - 71.4 - 65.8 - 52.1 - 61.7

RelationNet [56] - 68.2 - 64.2 55.6 - - -

f-CLSWGAN [69] - 68.2 - - - 57.3 - 60.8

LisGAN [34] - 70.6 - - - 58.8 - 61.7

f-VAEGAN-D2 [71] - 71.1 - - - 61.0 - 65.6

LFGAA [37] - - - 68.1 - 67.6 - 62.0

OT-ZSL (w/o f ) 83.2 72.7 80.2 71.4 62.1 59.2 61.6 63.4

OT-ZSL 86.2 74.3 84.5 74.2 66.7 68.1 66.3 67.9

“S” represents the standard data split most widely used for each dataset.

“P” is the split provided by [70].

the other hand, the attribute-based regularizer is necessary

to further boost the classification accuracy, which brings a

non-trivial gain (4% ∼ 10%) for both As and Au.

6.3. Standard zero­shot learning

For the standard zero-shot learning setting, we synthe-

size samples only from the unseen classes and train the lin-

ear softmax classifier accordingly. In the testing phase, this

classifier will be used to test the samples from the unseen

classes. In terms of the evaluation, the average per-class

top-1 accuracy is reported. Experimental results, compar-

ing with existing ZSL approaches under two kinds of data

split strategies, are listed in Table 3. We can see that the

gain of our model is consistent across all the four bench-

mark datasets. Similar to GZSL, when training without the

Table 4. Top-5 accuracy in the standard ZSL problem of ImageNet.

Methods Pretrained CNN Top-5 Au

DEVISE [18] GoogleNet 12.8

CONSE [42] GoogleNet 15.5

SS-VOC [20] VGG 16.8

VZSL [66] VGG 23.1

CVAE-ZSL [41] GoogleNet 24.7

SG-GZSL [59] GoogleNet 25.4

OT-ZSL GoogleNet 28.9
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Figure 2. Top-1 Accuracy on the unseen classes with varying num-

ber of generated features in standard ZSL.

attribute-based regularizer, the performance of our method

decays slightly, but still beats most of its competitors.

A large-scale experiment over ImageNet is performed

as well, and the average per-class top-5 accuracy for var-

ious methods is shown in Table 4. The improvement on

ImageNet further demonstrates that the superiority of our

method is consistent over scales.

Additionally, we investigate the sample efficiency of our

method in Figure 2. For each dataset, we find that the pro-

posed method can achieve encouraging classification accu-

racy even if we only generate 100 synthetic features per

class to train the classifier.
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Table 5. Comparisons on Au in the transductive ZSL problem

Methods Pretrained CNN AwA1 AwA2 CUB SUN

DSRL [75] VGG 87.2 - 57.1 85.4

SSZSL [52] VGG 88.6 - 49.9 86.2

SP-ZSR [80] VGG 92.1 - 55.3 89.5

VZSL [66] VGG 94.8 - 66.5 87.8

EF-ZSL [60] VGG 85.2 80.8 60.3 64.5

BiDiLEL [65] VGG/GoogleNet 95.0 - 62.8 -

OT-ZSL (w/o f ) VGG 93.9 94.3 66.8 84.2

OT-ZSL VGG 95.8 95.0 67.8 88.1

OT-ZSL (w/o f ) ResNet 93.5 93.6 67.2 85.8

OT-ZSL ResNet 95.6 94.5 68.8 88.7

6.4. Transductive zero­shot learning

In the transductive setting, we use the standard data split

for AwA1, AwA2 and CUB. For SUN, we follow the 707/10

data split provided by [31]. To yield a fair comparison rela-

tive to previous work, VGG [53] features are also included

in this section. The training phase of Transductive ZSL is

similar to standard ZSL but with additional access to the un-

seen classes data, without paired label (attribute) informa-

tion. We can directly use such unlabeled data in our optimal

transport framework, i.e., slightly changing Algorithm 1 via

sampling Breal from Ds ∪Du (line 4) and calculating opti-

mal transport distance based on Breal, Bs and Bu (line 9).

The testing phase is the same as the standard ZSL setting.

Table 5 reports results for the transductive setting, with

comparison to multiple state-of-the-art baselines. We ob-

serve that the proposed method again outperforms the other

methods with a non-trivial gain — on average, about 20%
improvement is achieved with the access of the unlabeled

data. Empirically, VGG [53] features work slightly bet-

ter than ResNet [25] feature on AwA1 and AwA2. In

the optimal-transport framework, the information of the

unlabeled data is leveraged effectively, which can signifi-

cantly improve the classification results. Again, we observe

that the attribute-based regularizer helps to improve perfor-

mance. However, because in the transductive setting we can

access the unlabeled data in the training phase, the proposed

optimal transport framework can find a mapping between

the data and their potential attributes, even if the regularizer

is not imposed. As a result, improvements from the regular-

izer in TZSL are not as significant as those in GZSL/SZSL.

6.5. IPOT vs Sinkhorn

We conduct a study on the appropriateness of using

IPOT [73] for our framework. The results are found in Fig-

ure 3. On both the AwA2 and CUB datasets, the IPOT al-

gorithm is able to converge much faster and achieve lower

losses on the validation sets. One possible reason for these

observations is that IPOT is insensitive to the choice of the

regularizer’s weight. Therefore, IPOT is a more rational

choice for our framework.
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Figure 3. Measuring the validation loss w.r.t. training epoches.

λ = 0.5 is used for IPOT and λ = 0.1, the most stable choice, for

Sinkhorn iteration.
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Figure 4. t-SNE visualization of the real image features and the

synthetic features for the 10 unseen classes of AwA2. The tiny

dot points stand for the real image features while the big circles

represent the synthetic features from our generative model.

6.6. Visualization

To further understand our method, for the unseen classes

in the AwA2 dataset we take their real features from the

pretrained CNN and their synthetic features from our gen-

erator, and embed them into a 2D space using t-SNE [39],

as shown in Figure 4. The distribution of synthetic fea-

tures is consistent with that of real features on the clustering

structure of classes – for each class its synthetic features are

generally close to the real features within the same class.

For example, the synthetic features on the class “horse”

and “sheep” are well-mixed with the corresponding real fea-

tures, demonstrating the generalization power of our model.

However, it should be noted that the proposed model may

make mistakes in some cases, because of the natural simi-

larity between objects, e.g., the generated feature of “blue

whale” may look more like the real feature of “dolphin.”

7. Conclusions

An optimal transport framework is proposed to address

zero-shot learning. In this framework, a conditional gener-

ator is learned to map attributes to features. The learning of

the generator is driven by minimizing the optimal-transport

distance between the distribution of generated features and

that of real ones. An attribute predictor is trained simulta-

neously as the generator’s regularizer, encouraging the clus-

tering structure of the generator’s outputs. The proposed

framework was developed with a focus on generalized zero-

shot learning; however, we also demonstrated that it can

be readily extended to standard and transductive zero-shot

learning. The proposed approach outperforms state-of-the-

art methods on various datasets.
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