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Heng ZHANG1,3, Elisa FROMONT1,4, Sébastien LEFEVRE2 and Bruno AVIGNON3

1Univ Rennes 1, IRISA, France 2Univ Bretagne Sud, IRISA, France
3ATERMES company, France 4IUF, Inria.

Abstract

Multispectral image pairs can provide complementary

visual information, making pedestrian detection systems

more robust and reliable. To benefit from both RGB and

thermal IR modalities, we introduce a novel attentive mul-

tispectral feature fusion approach. Under the guidance of

the inter- and intra-modality attention modules, our deep

learning architecture learns to dynamically weigh and fuse

the multispectral features. Experiments on two public multi-

spectral object detection datasets demonstrate that the pro-

posed approach significantly improves the detection accu-

racy at a low computation cost.

1. Introduction

Real world pedestrian detection applications require

accurate detection performance under various conditions,

such as darkness, rain, fog, etc. In these conditions, it is dif-

ficult to perform precise detection using only standard RGB

cameras. Instead, multispectral systems try to combine the

information coming from e.g. thermal and visible cameras

to improve the reliability of the detections.

Deep learning-based methods, more specifically, two-

stream convolutional neural networks, nowadays largely

dominate the field of multispectral pedestrian detection

[6, 9, 10, 11, 14, 18, 19, 20]. As illustrated in Fig. 1, a

typical two-stream pedestrian detection network consists of

two separate spectra-specific feature extraction branches, a

multispectral feature fusion module and a pedestrian detec-

tion network operating on the fused features. The system

uses some aligned thermal-visible image pairs as input and

outputs the joint detection results on each image pair.

Thermal and visible cameras have different imaging

characteristics under different conditions. As shown in

Fig. 2, visible cameras provide precise visual details (such

as color and texture) in a well-lit environment, while ther-

mal cameras are sensitive to temperature changes, which

is extremely useful for nighttime or shadow detection. An

adaptive fusion of thermal and visible features should take

such differences into account, and should identify and lever-
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Figure 1: Multispectral pedestrian detection via a two-

stream convolutional neural network.

Figure 2: Typical examples of thermal-visible image pairs

captured during the day (first two rows) and night (bottom

row). For each pair, the thermal image is on the left and the

RGB image is on the right.

age the information from the most relevant modality.

An intuitive solution to adapt the feature fusion to the

different weather and lighting conditions is to manually

identify multiple usage scenarios and design a specific so-

lution for each scenario. For example, [6] proposes an

illumination-aware network consisting of a day illumina-

tion sub-network and a night illumination sub-network. The
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