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1. Risk of privacy loss via reverse search en-
gines

As covered in the main paper, reverse image search en-
gines' that facilitate face search such as [1] have gotten
remarkably and worryingly efficient in the past year. For a
small fee, anyone can use their portal or their API to run an
automated process to uncover the real-world identities of
the humans of ImageNet dataset. While both the men and
women of imagenet dataset are under this risk, there is asym-
metric risk here as the high NSFW classes such as bra,
bikini and maillot are often the ones with higher
female-to-men ratio (See Figure 5). Figure | showcases
the snapshot image of one such reverse image search portal
to demonstrate how easy it is for someone even with zero
programming skills to just use their GUI to uncover the real
world identities of the persons which can lead to catastrophic
downstream risks such as blackmailing and other forms on
online abuse as detailed in [34].
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Figure 1: Snapshot of a popular reverse image search website
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2. Quantitative auditing

In this section, we cover the details of performing the
quantitative analysis on the ImageNet dataset including the
following metrics: Person CAG (Count -Age - Gender) ,
NSFW scoring of the images, Semanticity and classification
accuracy. The pre-trained models used in this endeavor are
covered in Table 1. All of these analyses and the generated
meta-datasets have been duly open sourced at https://
rb.gy/zccdps. Figure 2 covers the details of all the
jupyter notebooks authored to generate the datasets covered
in Table 4.

2.1. Count, Age and Gender

In order to perform a human-centric census covering
metrics such as count, age, and gender, we used the
InsightFace toolkit for face analysis [19], that provided
implementations of: ArcFace for deep face recognition
[11] and Retina-Face for face localisation (bounding-
box generation) [11]. We then combined the results of these
models with the results obtained from [12] that used the DEX
[39] model.

The results are as shown in Table 2 that captures the sum-
mary statistics for the ILSVRC2012 dataset. In this table,
the lower case n denotes the number of images with per-
sons identiﬁed in them whereas the NV indicates the number
of persons®. The superscript indicates the algorithm used
(DEX or InsightFace (if) ) whereas the subscript has two
fields: The train or validation subset indicator and the census
gender-category. For example, n,, afl) o = 3096 implies that
there were 3096 images in the ImageNet validation set (out
of 50000) where the InsightFace models were able to
detect a person’s face.
As seen, the InsightFace model identified 101,070 per-
sons across 83,436 images (including the train and validation
subsets) which puts the prevalence rate of persons whose
presence in the dataset exists sans explicit consent to be

2The difference is simply on account of more than one person being
identified by the model in a given image



Metric Models used

Count, Age and Gender

DEX ([39]), InsightFace ([19]), RetinaFace [11], ArcFace [10]

NSFW-scoring

NSFW-MobileNet-V2-224 [17]

Semanticity

Glove [33], UMAP [29]

Classification Accuracy

Resent-50 [20], NasNet-mobile [47]

Table 1: Metrics considered and pre-trained models used

(dex) (if) (if) (if) (if) (if) (if) (if) (if)
NtrainfO "rain—0 Nyal—0 NtrainfO Nval—O Ntrainfw NtrainfM Nval—W Nval—M
132201 80340 3096 97678 3392 26195 71439 645 2307
Table 2: Humans of the imagenet dataset: How many?
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Figure 2: Visualization of all the notebooks and dataset assets curated during the quantitative analysis

around 7.6% which is less aggressive compared to the 10.3%
predicted by the DEX model, which has a higher identifica-
tion false positive rate. An example of this can be seen in
Fig 3 which showcases an example image with the bounding
boxes of the detected persons in the image. Much akin to
[12], we found a strong bias towards (older) male presence
(73,746 with a mean age of 33.24 compared to 26,840 with
a mean age of 25.58). At this juncture, we’d like to reempha-
size that these high accuracy pre-trained models can indeed
be highly error prone conditioned on the ethnicity of the
person, as analyzed in [5, 12] and we’d like to invite the
community to re-audit these images with better and more
ethical tools (See Fig 4 for example of errors we could spot
during the inference stage). Figure 6(a), presents the class-
wise estimates of the number of persons in the dataset using

the DEX and the InsightFace models. In Figure 6(b), we
capture the variation in the estimates of count, gender and
age of the DEX and the InsightFace models.

Before delving in to the discussions of the results obtained,
we define the parameters that were measured. To begin, we
denote ¢; to be the binary face-present indicator variable(

¢ =

10 otherwise

1 if £ t

11 face presell ) with regards to the image in-
dexed i, (A) (in the superscripts) to be the algorithm used
(A € {DEX, INSIGHTFACE}), and IV, to be the number
of images in the class c. Now, we define the class-level mean

person count (ngA) ), mean-gender-skewness score (§£A)) and
mean-age (oz((zA)) to be,



class_numbeli label mean_gender_audit mean_age_audit mean_nsfw_train

445 bikini, two-piece 0.18 24.89 0.859
638 maillot 0.18 25.91 0.802
639 maillot, tank suit 0.18 26.67 0.769
655 miniskirt, mini 0.19 29.95 0.62
459 brassiere, bra, bandeau 0.16 25.03 0.61

Table 3: Table of the 5 classes for further investigation that emerged from the NSFW analysis

file_name shape file_contents

df_insightface_stats.csv (1000, 30) | 24 classwise statistical parameters obtained by running the InsightFace model ([19]) on the ImageNet dataset
df_audit_age_gender_dex.csv (1000, 12) | 11 classwise (ordered by the wordnet-id) statistical parameters obtained from the json files (of the DEX paper) [39]

df_nsfw.csv (1000, 5) | The mean and std of the NSFW scores of the train and val images arranged per-class. (Unnamed: 0: WordNetID of the class)
df_acc_classwise_resnet50.csv (1000, 7) Classwise accuracy metrics (& the image level preds) obtained by running the ResNet50 model on ImageNet train and Val sets
df_acc_classwise_NasNet_mobile.csv | (1000,7) | Classwise accuracy metrics (& the image level preds) obtained by running the NasNet model on ImageNet train and Val sets
df_i _Nnames_umap.csv (1000, 5) | DF with 2D UMAP embeddings of the Glove vectors of the classes of the ImageNet dataset

df_census_imagenet_61.csv (1000, 61) | The MAIN census dataframe covering class-wise metrics across 61 parameters, all of which are explained in df_census_columns_interpretation.csv
df_census_columns_interpretation.csv | (61, 2) The interpretations of the 61 metrics of the census dataframe above!

df_hand_survey.csv (61, 3) Dataframe contaimning the details of the 61 images unearthed via hand survey (Do not pay heed to 61. it is a mere coincidence)
df_classes_tiny_images_3.csv (75846, 3) | Dataframe containing the class_ind, class_name (wordnet noun) and n_images

df_dog_analysis.csv 7.4 Dataframe containing breed, gender_ratio and survey result from the paper Breed differences in canine aggression’

Table 4: Meta datasets curated during the audit processes
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Figure 4: An example image with the output bounding boxes
and the estimated ages/ (binarized) genders of the persons
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deviation of the gender-estimate of the images belonging which helps to further establish the global person prevalence
to class ¢ and estimated by algorithm (A) respectively. rate in the images to be in the order of 7.6 — 10.3%. These

With regards to the first scatter-plot in Figure 6(b), we ob- scatter-plots constitute Figure 12 of the dataset audit card



(Figure 15).

Now, we would like to draw the attention of the reader to-
wards the weaker correlation (Pearson — r = 0.723(0.0))
when it came to gender-skewness (§£A)) and the mean age-
estimates (u,(:A); Pearson — r = 0.567(0.0)) scatter-plots
in Figure 6(b). Given that the algorithms used are state-of-
the-art with regards to the datasets they have been trained
on (see [39] and [19]), the high disagreement on a neutral
dataset like ImageNet exposes the frailties of these algorith-
mic pipelines upon experiencing population shifts in the test
dataset. This, we believe lends further credence to the studies
that have demonstrated poor reliability of these so-termed ac-
curate models upon change of the underlying demographics
(see [12] and [5]) and also supports the movement to move
away from gender classification of account of not just the
moral and ethical repugnance of the inherent task itself but
also on account of the scientific validity argument as well
[43].

2.2. NSFW scoring aided misogynistic imagery
hand-labeling

Previous journalistic efforts (see [36]) had revealed
the anecdotal presence of strongly misogynistic content
in the imagenet dataset, specifically in the categories
of beach-voyeur-photography, upskirt
images, verifiably pornographic and
exposed private-parts. These specific four cate-
gories have been well researched in digital criminology
and intersectional feminism (see [22, 28, 34, 35]) and
have formed the backbone of several legislations all over
the world (see [27],[18]). In order to help generate a
hand labelled dataset of these images amongst more than
1.3 million images, we used a hybrid human-in-the-loop
approach where we first formed a smaller subset of images
from image classes filtered using a model-annotated
NSFW-average score as a proxy. For this, we used
the NSFW-Mobilenet—-v2 model [17] which is an
image-classification model with the output classes being
[drawings, hentai, neutral, porn, sexy].
We defined the NSFW score of an image by summing up
the softmax values of the [hentai, porn, sexy]
subset of classes and estimated the mean-NSFW score of
all of the images of a class to obtain the results portrayed
in Figure 7. In Figure 7(a), we see the scatter-plot of the
mean-NSFW scores plotted against the mean-gender scores
(obtained from the DEX model estimates) for the 1000
imagenet classes. We then found five natural clusters upon
using the Affinity Propagation algorithm [16]. Given the
0:FEMALE | 1:MALE gender assignments in the model
we used (see [12]), classes with lower mean-gender scores
allude towards a women-majority class). The specific
details of the highlighted cluster in the scatter-plot in
Figure 12(a) are displayed in Table 3. Further introducing

the age dimension (by way of utilising the mean-age
metric for each class), we see in Figure 12(b), that the
classes with the highest NSFW scores were those where
the dominating demographic was that of young women.
With this shortlisting methodology, we were left with
approximately 7000 images which were then hand labelled
by a team of five volunteers (three male, two female, all
aged between 23-45) to curate a list of 61 images where
there was complete agreement over the 4 class assignment.
We have duly open-sourced the hand-curated list (see Table
5), and the summary results are as showcased in Figure 8. In
sub-figure Figure 8(a), we see the cross-tabulated class-wise
counts of the four categories of images® across the imagenet
classes and in Figure 8(b), we present the histogram-plots of
these 61 hand-labelled images across the imagenet classes.
As seen, the bikini, two-piece class with a mean
NSFW score of 0.859 was the main image class with 24
confirmed beach-voyeur pictures.

Here, we would like to strongly reemphasise that we are
disseminating this list as a community resource so as to
facilitate further scholarly debate and also, if need be, allow
scholars in countries where incriminating laws (See [13])
may exist, to deal with in the correct topical way they deem
fit. We certainly admit to the primacy of context in which
the objectionable content appears. For example, the image
n03617480_6206. jpeg in the class n03617480 -
kimono that contained genital exposure, turned out to
be a photographic bondage art piece shot by Nobuyoshi
Araki[31] that straddles the fine line between scopophilic
eroticism and pornography. But, as explored in [13], the
mere possession of a digital copy of this picture would be
punishable by law in many nation states and we believe that
these factors have to be considered while disseminating a
large scale image dataset or should be detailed as caveats in
the dissemination document.

2.2.1 NSFW and semanticity of classes

We also analyzed the relationship between the semantic-
ity of classes and NSFW scores obtained. Firstly, we ob-
tained a representative word for each of the 1000 class
labels in ILSVRC2012 and used [33] to generate dense
word-vector Glove embeddings in 300-D. Further, in or-
der to generate the 2D/3D scatter-plots in Figure 5, we used
the UMAP [29] algorithm to perform dimensionality reduc-
tion. df_imagenet_names_umap.csv contains the
2D UMAP embeddings of the resultant Glove vectors of the
classes that are then visualized in Figure 5 (a). In Figure 5
(b), we see the 3D surface plot of the 2D UMAP semantic
dimensions versus the NSFW scores. As seen, it is peaky in
specific points of the semantic space of the label categories
mapping to classes such as brassier, bikini and

3This constitutes Figure 13( in the data audit card)



maillot.

2.3. Dogs to musical instruments: Co-occurrence
based gender biases

Social and intersectional biases prevalent in the society,
do seep into datasets and the statistical models trained
on them. In the context of Natural Language Processing
(NLP), the framework of lexical co-occurrence has been
harnessed to tease out these biases, especially in the
context of gender biases. In [42], the authors analyzed
stereotypically male occupation words (that they termed
as M-biased words ) as well as stereotypically female
occupation words (F-biased words) in large text corpora
and the ensuing downstream effects when used to generate
contextual word representations in SOTA models such
as such as BERT and GPT-2. Further, in [38], direct
normalized co-occurrence associations between the word
and the representative concept words were proposed as a
novel corpus bias measurement method, and it’s efficacy
was demonstrated with regards to the actual gender bias
statistics of the U.S. job market and it’s estimates measured
via the text corpora. In the context of the imagenet dataset,
we investigated if such co-occurrence biases do exist in the
context of human co-occurrence in the images. Previously,
in [41], the authors had explored the biased representation
learning of an imagenet trained model by considering
the class basketball where images containing black
persons were deemed prototypical. Here, we tried to
investigate if the gender of the person co-occurring in the
background alongside the non-person class was skewed
along the lines that it is purported to be in related academic
work. We performed these investigations in the context
of person-occurrence with regards to dog-breeds as well
as musical instruments. Presented in Figure 9 is the
gender-conditioned violin plot of co-occurrence of the
person in the image alongside the group of dog-breed in the
imagenet dataset. We obtained these measurement in two
phases. In the first phase, we grouped the 120 imagenet
classes of dog-breeds in to the following 7 groups: [Toy,
Hound , Sporting, Terrier, Non-Sporting,
Working, Herding] following the formal American
Kennel Club* (AKC) groupings (see [7]). The remaining
breeds not in the AKC list were placed into Unknown. Once
grouped, we computed the gender-conditioned population
spreads of person-concurrence using the mean-gender value
of the constituent image classes obtained estimated from
[12]. Prior literature, both academic (See [25],[37]) and
non-academic [26, 30] have studied the nexus between the
perceived manliness of dog groups and the ownership gender.
These stereotypical associations were indeed reflected in the

4AKC claims that registered breeds are assigned to one of seven groups
representing characteristics and functions the breeds were originally bred

for.

person co-occurrence gender distributions in Figure 9(a),
where we see that the so perceived masculine dog groups
belonging to the set [ Non-Sporting, Working,
Herding] had a stronger male-gender co-occurrence bias.
In similar vein, in Figure 9(b) we present the gender-

Ne (DEX) 3
skewness (§£DEX) = NLCZ I[s] <yz - —I—Lc) )
=1

variation amongst the co-occurring persons across the
17 imagenet musical instrument classes. Works such
as [8], [46] and [4] have explored in depth, the gender
biases there exist in musical instrument selection. As
stated in [44], instruments such as the cello, oboe,
flute and violin have been stereotypically tagged to
be feminine whereas instruments such as drum, banjo,
trombone, trumpet and the saxophone were the
so-termed masculine instruments in the western context.
While these stereotypes are valid in a spatio-temporally
constrained context, the west-centrism-bias > of the search
engine used to curate the dataset has resulted in the
mirroring of these topical real-world association biases.
As seen in Figure 9(b), harp, cello,oboe, flute
and violin indeed had the strongest pro-women bias
where as drum, banjo, trombone, trumpet
and saxophone were the classes with the strongest male
leaning skewness scores.

2.4. Classes containing pictures of infants

We found this category to be particularly pertinent
both under the wake of strong legislation’s protect-
ing privacy of children’s’ digital images as well as
the extent of it. We found pictures of infants and
children across the 30 image classes (and possibly
more): ["bassinet’, ’'cradle’, ’'crib’,
"bib’, ’'diaper’, ’'bubble’, ’sunscreen’,
"plastic bag’, ’'hamper’, ’'seat belt’,
"bath towel’, ’'mask’, ’"bow-tie’,

"tub’, ’'bucket’, ’‘umbrella’, ’'punching
bag’, 'maillot - tank suit’, ’'swing’,
"pajama’, "horizontal bar’, ’computer
keyboard’, ’'shoe-shop’, ’'soccer ball’,
"croquet ball’, ’sunglasses’, ’'ladles’,
"tricycle - trike - velocipede’,
'screwdriver’, ’carousel’]. What was dis-
appointing was the prevalence of entire classes such as
"bassinet’, ’cradle’, ’crib’ and ’'bib’
that had very high density of images of infants. We believe
this might have legal ramifications as well. For example,
Article 8 of the European Union General Data Protection
Regulation (GDPR), specifically deals with the conditions
applicable to child’s consent in relation to information
society services [32] The associated Recital 38 states

5See https://www.kaggle.com/c/
inclusive-images—-challenge



Semanticity and class-wise NSFW scores
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Figure 5: Figure showcasing the relationship between the semanticity of classes and the class-wise mean NSFW scores

verbatim that Children merit specific protection with regard
to their personal data, as they may be less aware of the risks,
consequences and safeguards concerned and their rights in
relation to the processing of personal data. Such specific
protection should, in particular, apply to the use of personal
data of children for the purposes of marketing or creating
personality or user profiles and the collection of personal
data with regard to children when using services offered
directly to a child. Further, Article 14 of GDPR explicitly
states: Information to be provided where personal data
have not been obtained from the data subject. We advocate
allying with the legal community in this regard to address
the concerns raised above.

2.5. Blood diamond effect in models trained on this
dataset

Akin to the ivory carving-illegal poaching and diamond
Jjewelry art-blood diamond nexuses, we posit there is a simi-
lar moral conundrum at play here and would like to instigate
a conversation amongst the neural artists in the community.
The emergence of tools such as BigGAN [? ] and GAN-
breeder [40] has ushered in an exciting new flavor of gener-
ative digital art [3], generated using deep neural networks
(See [24] for a survey). A cursory search on twitter® reveals
hundreds of interesting art-works created using BigGANSs.
There are many detailed blog-posts’ on generating neural
art by beginning with seed images and performing nifty ex-
periments in the latent space of BigGANs. At the point of

Shttps://twitter.com/hashtag/biggan?lang=en
Thttps://rb.gy/prIpwb

authoring this paper, (6/26/2020, 10:34 PM PST), users on
the ArtBreeder app® had generated 64683549 images. Fur-
ther, Christie’s, the British auction house behemoth, recently
hailed the selling of the neural network generated Portrait
of Edmond Belamy for an incredible $432, 500 as signalling
the arrival of Al art on the world auction stage[6]. Given
the rapid growth of this field, we believe this to be the right
time to have a conversation about a particularly dark ethical
consequence of using such frameworks that entail models
trained on the ImageNet dataset which has many images
that are pornographic, non-consensual, voyeuristic and also
entail underage nudity. We argue that this lack of consent
in the seed images used to train the models trickles down
to the final art-form in a way similar to the blood-diamond
syndrome in jewelry art [14].

An example: Consider the neural art image in Fig 10 we
generated using the GanBreeder app. On first appearance,
it is not very evident as to what the constituent seed classes
are that went into the creation of this neural artwork image.
When we solicited volunteers online to critique the artwork
(See the collection of responses in Table 6), none had an
inkling regarding a rather sinister trickle down effect at play
here. As it turns out, we craftily generated this image using
hand-picked specific instances of children images emanating
from what we will showcase are two problematic seed image
classes: Bikini and Brassiere. More specifically, for this
particular image, we set the Gene weights to be: [Bikini:
42.35, Brassiere: 31.66, Comic Book - 84.84 ]. We’d like
to strongly emphasize at this juncture that the problem does

8https://ganbreeder.app



not emanate from a visual patriarchal mindset [2], whereby
we associate female undergarment imagery to be somehow
unethical, but the root cause lies in the fact that many of
the images were curated into the dataset (at least with re-
gards to the 2 above mentioned classes) were voyeuristic,
pornographic, non-consensual and also entailed underage
nudity.

2.6. Error analysis

Given how besotted the computer vision community is
with regards to classification accuracy metrics, we decided
to understand what happens to the class-wise top-5 accu-
racies in those classes where humans co-occur asymmet-
rically between the training and validation sets. For this,
we performed inference using the ResNet50 [20] and Nas-
Net [47] models and sorted all the 1000 classes as per the
Npesons INPErS™ ratios (termed human-delta in the fig-
ure) and compared their accuracies with regards to the gen-
eral population (amongst the 1000 classes). As gathered
from Figure 11, we saw a statistically significant drop in top-
5 accuracies (1" — test € (—3.87,—3.06)) for the rop-25
human-delta classes, thereby motivating that even for the
purveyors of scientism fuelled pragmatism, there is motiva-
tion here to pay heed to the problem of humans in images.
We’d like to reemphasize that we are most certainly not ad-
vocating this to be the prima causa for instigating a cultural
change in the computer vision community, but are sharing
these resources and nuances for further investigation.

3. Broader impact statement and a wish list

We authored this paper with an aspiration to strive for a
broader impact in terms of instigating a fundamental change
in the way institutions, both academic and industry, curate
large scale image dataset. Through the course of this work,
we solicited and incorporated feedback from scholars in the
field whose pointed us towards three valid critiques that we’d
like to address first. To begin with, we solemnly acknowl-
edge the moral paradox in our use of pre-trained gender
classification models for auditing the dataset and duly ad-
dress this in the previous section. Secondly, as covered in
Section on threat landscape, we also considered the risks of
the possible Streissand effect with regards to deanonymiza-
tion of the persons in the dataset that ultimately lead us to
not dive further into the quantitative or qualitative aspects
of our findings in this regard, besides conveying a specific
example via email to the curator of the dataset from which
the deanonymization arose. Thirdly, we are wary of the risk
of this body of critique being misappropriated to further a
misogynistic agenda by the regressive components of the
machine learning community as we feel there is a constant
under-celebration of the impact of dataset curation when jux-
taposed with SoTA metric achieving architecture tweaking.
This is often pitched as an AlexNet versus ImageNet styled

strawman narrative’ , one that needs to be tackled on war
footing. In this regard, we would like to explicitly acknowl-
edge the gargantuan effort that went into curation of these
massive datasets and do not in the slightest, aspire to under-
mine the brilliance of the effort. With these caveats firmly in
tow, we now proceed to conclude with the following Wish
list of the impact we hope this work may bring about.

3.1. Proactive approach over reactive course cor-
rections

We aspire to see the institutions curating these large
scale datasets to be proactive in establishing the primacy
of ethics in the dataset curation process and not just react-
ing to exposes and pursing posthoc course corrections as
an afterthought. We’d be well served to remind ourselves
hat it took the community 11 years to go from the first peer-
reviewed dissemination [9] of the imagenet dataset to achiev-
ing the first meaningful course correction in [45] whereas
the number of floating-point operations required to train a
classifier to AlexNet-level performance on ImageNet had
decreased by a factor of 44x between 2012 and 2019 [23].
This, we believe, demonstrates where the priorities lie and
this is precisely where we seek to see the most impact.

3.2. Bluewashing of Al ethics and revisiting the en-
terprise of Big data

At the outset, we question if Big Data can ever operate in
a manner that caters for marginalized communities - those
disproportionately impact by algorithmic injustice. Auto-
mated large scale data harvesting forays, by their very voli-
tion, tend be BIG, in the sense that they are inherently prone
to Bias, are Imperceptive to the lessons of human condition
and recorded history of vulnerable people and Guileful to
exploit the loopholes of legal frameworks that allow siphon-
ing off of lived experiences of disfranchised individuals who
have little to no agency and recourse to contend Big Data
practices. Both collective silence and empty lip service ' i.e.
caricatured appropriations of ethical transgressions entailing
ethics shopping, ethics bluewashing, ethics lobbying, ethics
dumping and ethics shirking [15] cause harm and damage.
Given that these datasets emerged from institutions such as
Google, Stanford, NYU and MIT, all with substantial num-
ber of staff researching Al ethics and policy, we cannot help
but feel that this hints towards not just compartmentalization
and fetishization of ethics as a hot topic but also shrewd
usage of the ethicists as agents of activism outsourcing.

3.3. Arresting the creative commons loot

As covered in the main paper, we could like to see this
trend of using the creative commons loophole as an excuse

https://bit.1ly/3gXnQt0
Ohttps://www.media.mit.edu/articles/
beware-corporate-machinewashing-of-ai/
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Figure 6: Juxtaposing the results from the DEX and the InsightFace models

Estimated number of clusters: 5
Silhouette Coefficient: 0.55
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Figure 7: Class-wise cross-categorical scatter-plots across the age, gender and NSFW score estimates

for circumventing the difficult terrain of informed consent.
We should as a field, aspire to treat consent in the same rig-
orous way that researchers and practitioners in fields such as
anthropological studies or medical studies. In this work, we
have sought to draw the attention of the Machine Learning
community towards the societal and ethical implications of
large scale datasets, such as the problem of non-consensual

images and the oft-hidden problems of categorizing people.
We were inspired by the adage of Secrecy begets tyranny'!
and wanted to issue this as a call to the Machine Learning
community to pay close attention to the direct and indirect
impact of our work on society, especially on vulnerable

From Robert A. Heinlein’s 1961 science fiction novel titled Stranger
in a Strange Land [21]
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Figure 9: Plots showcasing the human co-occurrence based gender-bias analysis
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Figure 12: Class-wise cross-categorical scatter-plots across the cardinality, age and gender scores
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Figure 14: Known human co-occurrence based gender-bias analysis

Figure 15: Dataset audit card for the ImageNet dataset




wordnet_id

label

mean_nsfw_train

category

file_names

n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02837789
n02892767
n02892767
n02892767
n02892767
n03527444
n03617480
n03710637
n03710637
n03710637
n03710637
n03710637
n03710637
n03710637
n03710637
n03710637
n03710637
n03710721
n03710721
n03710721
n03710721
n03710721
n03710721
n03770439
n03770439
n03770439
n03770439
n03770439
n03770439
n03770439
n03770439
n03770439
n03770439
n03770439
n03770439
n04209133
n04209133
n04209133

bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
bikini, two-piece
brassiere, bra, bandeau
brassiere, bra, bandeau
brassiere, bra, bandeau
brassiere, bra, bandeau
holster

kimono

maillot

maillot

maillot

maillot

maillot

maillot

maillot

maillot

maillot

maillot

maillot, tank suit
maillot, tank suit
maillot, tank suit
maillot, tank suit
maillot, tank suit
maillot, tank suit
miniskirt, mini
miniskirt, mini
miniskirt, mini
miniskirt, mini
miniskirt, mini
miniskirt, mini
miniskirt, mini
miniskirt, mini
miniskirt, mini
miniskirt, mini
miniskirt, mini
miniskirt, mini
shower cap
shower cap
shower cap

0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.859369
0.610233
0.610233
0.610233
0.610233
0.058000
0.091925
0.801976
0.801976
0.801976
0.801976
0.801976
0.801976
0.801976
0.801976
0.801976
0.801976
0.768278
0.768278
0.768278
0.768278
0.768278
0.768278
0.619425
0.619425
0.619425
0.619425
0.619425
0.619425
0.619425
0.619425
0.619425
0.619425
0.619425
0.619425
0.130216
0.130216
0.130216

beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
exposed_private_parts
exposed_private_parts
exposed_private_parts
exposed_private_parts
upskirt
verifiably_pornographic
exposed_private_parts
exposed_private_parts
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
exposed_private_parts
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
beach_voyeur
verifiably_pornographic
upskirt

upskirt

upskirt

upskirt

upskirt

upskirt

upskirt

upskirt

upskirt

upskirt
verifiably_pornographic
verifiably_pornographic
exposed_private_parts
exposed_private_parts
exposed_private_parts

n02837789_11383.JPEG
n02837789_12451.JPEG
n02837789_13794.JPEG
n02837789_14133.JPEG
n02837789_15158.JPEG
n02837789_15170.JPEG
n02837789_15864.JPEG
n02837789_17.JPEG
n02837789_17291.JPEG
n02837789_17410.JPEG
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n03770439_4203.JPEG
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Table 5: Table containing the results of hand surveyed images



Reviewer-ID

Review

A- Grad student, CMU SCS

This one reminds me of a mix between graffiti and paper mache using
newspaper with color images or magazines . My attention is immediately
drawn to near the top of the image which, at first glance, appears to be a
red halo of sorts, but upon further consideration, looks to be long black
branching horns on a glowing red background.

My attention then went to the center top portion, where the "horns" were
coming from, which appeared to be the head or skull of a moose or
something similar. The body of the creature appears to be of human-like
form in a crucifix position, of sorts. The image appears more and more
chaotic the further down one looks.

B- Grad student, Stanford CS

Antisymmetric: left side is very artistic, rich in flavor and shades;
right is more monotonic but has more texture.
Reminds me of the two different sides of the brain through the anti-symmetry

C- Data Scientist, Facebook Inc

Futurism

D- CS undergrad, U-Michigan

It’s visually confusing in the sense that I couldn’t tell if T was
looking at a 3D object with a colorful background or a painting.
It’s not just abstract, but also mysteriously detailed

in areas to the point that I doubt that a human created these

E - Senior software engineer, Mt View

The symmetry implies a sort of intentionally.
I get a sense of Picasso mixed with Frieda Callo[sic] here.

F- Data Scientist, SF

Reminds me of a bee and very colorful flowers, but with some
nightmarish masks hidden in some places. Very tropical

Table 6: Responses received for the neural art image in Fig 10




