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In this supplementary material, we provide additional
information and results of our proposed few-shot image
captioner on the Microsoft COCO dataset [7] and Flickr30K
dataset [8]. In Section 1, we present the algorithm of our
few-shot image captioning. Next, in Section 2, we show a
comprehensive ablation study for the hyper-parameters and
the effects on different base models. Further, in Section 3,
we present the quantitative results for Flickr30K [8] with
state-of-the-art approach and our different baselines. Finally,
in Section 4, we report and discuss qualitative results of
various baselines and state-of-the-art approaches.

1. Algorithm

We summarize our proposed few-shot image captioning
approach in Algorithm 1. Please refer to Section 3 in our
main paper for more details.

2. Ablation Study

To investigate the effectiveness of the various hyper-
parameters, we conduct an ablation study by comparing
a set of baseline models in Table 1.

Model Selection with λx and λy . As shown in The
second and third panels of Table 1, we optimize the unsu-
pervised loss term for unpaired images and unpaired cap-
tions in Equation (1), respectively. In each panel, we fix
the other optimal parameters and change the value of the
specific ones. As mentioned above, we select the CIDEr
score as the criterion for model selection. The correspond-
ing results demonstrate that our approach achieves the best
performance at λx = 0.1 and λy = 1, respectively. Hence,
we select λx = 0.1 and λy = 1 in all experiments trained
with the total loss (1).

Model Selection with Smoothness α. In the fourth
panel of Table 1, we evaluate the effects of the hyper-
parameter α in Equation (3). When α = 0, the Mean
Teacher becomes a naı̈ve model without a temporal ensem-
ble. Among these settings, our approach achieves the best
performance at α = 0.99. This validates the necessity of the
employment of the Mean Teacher for providing more robust
pseudo captions.

Model Selection with σ for Pseudo Feature Genera-
tion. In the fifth panel of Table 1, we fine-tune the standard
deviation of the initialized pseudo feature. The correspond-
ing results show that we can set the initialized noise standard
derivation σ as 0.1 to achieve the best performance. Simi-
larly, we select σ = 0.1 in all the other experiments.

Effects on different base models. Since most of the
few-shot image captioner [4] and unsupervised image cap-
tioners [2, 3, 5] use the NIC as a base model. For a fair
comparison, we adopt the this base model into our design
framework in a large portion of our experiments. However,
to demonstrate the generalization of our proposed method
in different base models, we use other state-of-the-art base
models, the Att2in [9] and Up-Down [1] in Table 2. This
table shows a reasonable improvement based on different
base models. The performances of different baselines are
also consistent with different base models.

3. Quantitative Results

Captioning with Flickr30K. In Table 3, we demonstrate
the performance of our three baselines as well as the state-
of-the-art approach Pivoting [3] in Flickr30K [8] dataset
with only 1% image-caption pairs, while the remaining data
is used as the unpaired data. The performance is verified
by the Flickr30K test set. The results show our method
can significantly improve the performance in this dataset.
To sum up, The improvement among different datasets and
data settings demonstrates the generalizability of our self-
distillation for the few-shot image captioning task.

4. Qualitative Results

Figure 1 presents qualitative examples of captions gen-
erated with three different baselines: Ours (P), Ours
(P+UI) and Ours (P+UI+UC). As shown in the examples,
trained with all the paired and unpaired data using the self-
distillation method, our few-shot image captioner generates
better captions. The advantages of our methods can be ob-
served as follows: (1) It describes important objects bet-
ter (e.g., ‘cows’ in Figure 1a, ‘cat’ in Figure 1b, ‘woman’
and ‘tennis court’ in Figure 1c, ‘clock’ and ‘building’ in



Algorithm 1: Ensemble-Based Self-Distillation for Few-Shot Image Captioning
Data: Image-caption pairs Dx,y , unpaired image set Dx and unpaired caption set Dy;
Input: The number of base models M , smoothing coefficient α for Equation (3) to update the parameters of the Mean

Teacher, hyper-parameters λx and λy for Equation (1) to balance different loss terms, standard derivation σ for
the initialization of pseudo latent feature and the probability p to sample integer n from the categorical
distribution.

Initialization: Randomly initialize weights θ1, . . . ,θM and set Θ1 = θ1, . . . ,ΘM = θM ;
for epoch in [1,num epochs] do

for iter in [1,max iters] do
1: Generate mini-batch Bx,y ⊂ Dx,y , Bx ⊂ Dx and By ⊂ Dy;
2: Randomly select n from Cat(M,p), then the n-th base model would be taught from the pseudo labels;
3: Generate the pseudo captions for Bx by the ensemble {ỹ1, . . . , ỹK} = F (x|Θ1, . . . ,ΘM ), x ∈ Bx;
4: Calculate the softmax normalization γ = softmax(s) for the generated pseudo captions, where s is obtained

from Equation (4);
5: Generate the pseudo latent features for By by Equation (6) with Gradient Descent;
6: Joint update parameters θ1, . . . ,θM by back-propagation of the Equation (1);
7: Update temporally average model weights Θ1, . . . ,ΘM by Equation (3).

end
end

Hyper-parameters COCO validation

λx λy α σ BLEU-1 BLEU-2 BLEU-3 BLEU-4 Meteor ROUGE L CIDEr SPICE WMD

0.1 1 0.99 0.1 64.4 45.8 31.9 22.2 19.9 46.8 61.3 12.7 14.7

0 1 0.99 0.1 64.5 45.9 31.9 22.0 20.0 47.0 61.0 12.6 14.6
0.01 1 0.99 0.1 64.6 46.1 32.0 22.2 19.9 46.9 61.1 12.6 14.6
1 1 0.99 0.1 64.5 45.8 31.9 22.0 20.0 46.7 61.2 12.6 14.6

0.1 0 0.99 0.1 63.7 44.9 30.9 21.4 19.4 46.3 57.5 12.1 13.9
0.1 0.5 0.99 0.1 64.5 45.7 31.7 21.9 20.0 46.9 61.2 12.8 14.7
0.1 2 0.99 0.1 64.2 45.7 31.7 21.9 19.8 46.6 60.6 12.5 14.3

0.1 1 0 0.1 62.9 44.1 30.4 20.8 19.4 45.8 57.7 11.8 14.1
0.1 1 0.9 0.1 64.5 45.7 31.8 22.0 20.0 46.9 60.6 12.6 14.5
0.1 1 0.999 0.1 63.7 44.8 30.9 21.3 19.8 46.2 59.4 12.5 14.3

0.1 1 0.99 0.01 64.4 45.7 31.7 22.0 19.9 46.7 61.2 12.6 14.6
0.1 1 0.99 1 64.5 45.7 31.7 21.8 19.9 46.6 60.8 12.6 14.3

Table 1. Ablation study on the selection of hyper-parameters on the COCO validation set. The first panel shows the evaluation results with
the optimal hyper-parameters. The four panels below show the effects of λx, λy , α, σ, respectively.

Figure 1d, ‘bench’ in Figure 1e, ‘skateboard’ Figure 1g);
(2) It describes multiple similar objects more specifically
and accurately (e.g., ‘a man and a woman’ in Figure 1e, ‘a
group of people’ in Figure 1f); (3) Self-distillation allows
to describe precise actions between the subject and the ob-
ject (e.g., ‘grazing’ in Figure 1a, ‘eating food’ in Figure 1f).
These characteristics suggest that the self-distillation method
can simultaneously make use of the unpaired images and
captions to model the image feature representations and lan-
guage structures, which gradually improves the quality of
the generated captions over the training process.

Furthermore, we also present qualitative examples to com-
pare the results of our self-distillation few-shot image cap-
tioner with state of the art. Figure 2 compares our results
with captions generated with Pseudo Label [6] and Deep
Mutual Learning [11]. With the self-distillation method, our
image captioner can leverage a large number of unpaired im-
ages and captions to improve the performance of a few-shot
image captioning. Similar to the observations illustrated in
the main paper, the self-distillation plays two important roles:
(1) Self-distillation provides an accurate action description
(e.g., ‘flying kites’ in Figure 1a, ‘riding a wave’ in Figure 1b,



Method Base model COCO test

BLEU-1 BLEU-2 BLEU-3 BLEU-4 Meteor ROUGE L CIDEr SPICE WMD

Mean Teacher (P)
NIC [10]

62.0 43.1 29.4 20.1 18.7 45.1 53.8 11.4 13.4
Ours (P) 62.9 44.1 30.4 20.9 19.2 45.7 56.2 11.9 13.7
Ours (P+UI+UC) 64.5 45.9 32.1 22.5 20.0 46.7 62.4 12.7 14.7

Mean Teacher (P)
Att2in2 [9]

64.3 45.4 31.6 21.9 18.9 46.2 54.7 11.5 13.3
Ours (P) 64.5 46.0 32.5 22.7 19.4 46.7 58.8 11.8 14.2
Ours (P+UI+UC) 66.9 48.6 34.5 24.3 20.8 48.2 66.3 13.2 15.4

Mean Teacher (P)
Up-Down [1]

65.2 46.9 33.0 23.1 20.2 47.2 63.7 13.0 14.9
Ours (P) 66.2 48.2 34.2 24.2 20.9 48.1 67.6 13.5 15.8
Ours (P+UI+UC) 67.9 49.8 35.4 25.0 21.7 49.3 73.0 14.5 16.6

Table 2. Quantitative comparison with various base models on the COCO test set. We select three commonly used base models (e.g.,NIC [10],
Att2in2 [9] and Up-Down [1]) which achieve state-of-the-art performance in image captioning task. To have a fair comparison with most
exist few-shot/unsupervised image captioners, we do not apply policy gradient update [9] to these baselines.

Method Flickr30K test

BLEU-1 BLEU-2 BLEU-3 BLEU-4 Meteor ROUGE L CIDEr SPICE WMD

Pivoting [3] 49.7 27.8 14.8 7.9 13.6 - 16.2 - -

Mean Teacher (P) 50.6 30.2 17.4 10.3 13.1 34.7 13.7 6.8 8.2
Ours (P) 50.6 30.2 17.9 11.1 13.4 35.7 14.1 7.1 8.2
Ours (P+UI+UC) 54.3 33.4 20.0 12.0 14.0 36.6 16.5 7.7 8.8

Table 3. Quantitative comparison on the Flickr30K test set among our three main baselines and the state-of-the-art unsupervised [3] image
captioner.

‘playing soccer’ in Figure 1c); (2) Self-distillation helps to
describe important objects correctly (e.g., ‘vase’ in Figure 1d,
‘dog’ in Figure 1e, ‘frisbee’ in Figure 1f, ‘red stop sign’ in
Figure 1g). These examples demonstrate that self-distillation
is effective for generating accurate and robust pseudo cap-
tions and pseudo features, which leads to better performance.
Specifically, compared with Pseudo Label [6] generating
the hard captions and the Mutual Deep Learning [11] mutu-
ally teaching each base model with the other base models,
our self-distillation method utilizes the soft captions gen-
erated from an ensemble, providing a more stable training
process. Furthermore, with Gradient Descent, the generated
pseudo latent features also help to bridge the performance
gap between model outputs and human annotations.
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Ours	(P):															A	man	is	sitting	at	a	table	with	a	cell	

																								phone.

Ours	(P+UI):												A	man	sitting	on	a	bench	with	a	cell			

																								phone.

Ours	(P+UI+UC):									A	man	and	a	woman	sitting	on	a	bench.

Ground-truth:											A	man	and	woman	sitting	on	a	wooden					

																								bench	together.

.

Ours	(P):															A	small	room	with	a	bed	and	closet.

Ours	(P+UI):												A	bedroom	is	sitting	on	a	bed	in	the			

																								room.

Ours	(P+UI+UC):									A	cat	sitting	on	a	bed	in	a	room.

Ground-truth:											A	cat	sleeps	on	a	bed	in	a	small	room.

Ours	(P):															A	young	boy	is	holding	a	tennis	racket.

Ours	(P+UI):												A	young	boy	holding	a	tennis	racket	on	a			

																								tennis	court.

Ours	(P+UI+UC):									A	woman	on	a	tennis	court	holding	a	tennis	

																								racket.

Ground-truth:											A	woman	on	a	tennis	court	with	a	racquet.

Ours	(P):															A	train	that	is	on	the	side	of	a	bridge.

Ours	(P+UI):												A	train	is	standing	in	front	of	a	building.

Ours	(P+UI+UC):									A	large	building	with	a	clock	on	it.

Ground-truth:											A	very	big	building	with	a	mounted	clock.

Ours	(P):															A	man	riding	a	motorcycle	down	the	road.

Ours	(P+UI):												A	man	riding	a	motorcycle	down	a	street.

Ours	(P+UI+UC):									A	man	riding	a	skateboard	down	a	street.

Ground-truth:											A	man	riding	a	skateboard	across	a	street.

Ours	(P):															A	man	is	sitting	at	a	table	with	a	knife.

Ours	(P+UI):												A	man	is	sitting	at	a	table	with	some	food.

Ours	(P+UI+UC):									A	group	of	people	at	a	table	eating	food.

Ground-truth:											A	group	of	people	sitting	around	a	table			

																								eating	food.

Ours	(P):															A	herd	of	sheep	in	a	field.

Ours	(P+UI):												A	herd	of	cows	standing	in	a	field.

Ours	(P+UI+UC):									A	group	of	cows	grazing	in	a	field.

Ground-truth:											A	field	with	a	bunch	of	cows	grazing.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure 1. Qualitative examples of various baselines on COCO validation set. With the use of unpaired images and unpaired captions, our
approach is able to generate more accurate and fluent captions. We use different colors to demonstrate the advantages of our proposed
method (e.g.,red color indicates that it can describe important objects better, green color shows that it describes multiple similar objects more
specifically and accurately, and blue color demonstrates that it can describe precise actions between the subject and the object).



Pseudo	Label:											A	group	of	people	on	a	beach	with	a					

																								kite.

Deep	Mutual	Learning:			A	group	of	people	standing	on	a	beach.

Ours	(P+UI+UC):									A	crowd	of	people	flying	kites	on	the			

																								beach.

Ground-truth:											A	group	of	people	flying	kites	at	the			

																								beach.

Pseudo	Label:											A	man	on	a	surfboard	in	the	ocean.

Deep	Mutual	Learning:			A	man	on	a	surfboard	in	the	water.

Ours	(P+UI+UC):									A	man	on	a	surfboard	riding	a	wave.

Ground-truth:											A	man	who	is	on	a	surfboard	riding	a			

																								wave.

Pseudo	Label:											A	group	of	people	playing	a	game	of					

																								frisbee.

Deep	Mutual	Learning:			A	group	of	people	playing	a	game	of					

																								frisbee.

Ours	(P+UI+UC):									A	group	of	people	playing	soccer	on	a			

																								field.

Ground-truth:											A	group	of	kids	that	are	playing	soccer	

																								on	a	field.

Pseudo	Label:											A	man	in	a	field	with	a	hat.

Deep	Mutual	Learning:			A	man	is	standing	in	front	of	a	giraffe.

Ours	(P+UI+UC):									A	man	is	holding	a	frisbee	in	a	field.

Ground-truth:											A	close	up	of	a	person	holding	a							

																								frisbee	in	a	field.

Pseudo	Label:											A	street	sign	on	the	side	of	a	road.

Deep	Mutual	Learning:			A	street	sign	in	front	of	a	building.

Ours	(P+UI+UC):									A	red	stop	sign	in	front	of	a	building.

Ground-truth:											A	red	stop	sign	in	front	of	a	building.

Pseudo	Label:											A	table	with	a	bunch	of	flowers	on	it.

Deep	Mutual	Learning:			A	table	with	two	flowers	on	it.

Ours	(P+UI+UC):									A	vase	filled	with	flowers	on	a	table.

Ground-truth:											A	small	green	vase	with	some	pretty					

																								yellow	flowers.

Pseudo	Label:											A	man	in	a	field	with	a	frisbee.

Deep	Mutual	Learning:			A	man	in	a	field	with	a	frisbee.

Ours	(P+UI+UC):									A	dog	running	on	a	field	with	a	frisbee.

Ground-truth:											A	dog	chasing	a	red	frisbee	across	a			

																								field.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure 2. Qualitative examples of various state-of-the-art approaches on COCO validation set. Our proposed image captioner can generate
more natural and accurate captions, which also sheds light on the effectiveness of self-distillation. We use two different colors to demonstrate
the advantages of self-distillation (e.g.,red color indicates that it can provide an accurate action description, and green color shows that it can
describe important objects correctly).


