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Figure 1: The appearance of HSR.

Body Height
Maximum Velocity
4*Head Sensors

1005 mm — 1350 mm
0.8 km/h
RGB-D sensor x 1
Stereo camera x 1
Wide-angle camera x 1
Microphone array x 1

Table 1: The specifications of HSR.

1. Toyota Human Support Robot

The appearance and specifications of Toyota Human
Support Robot (HSR) [32] are shown in Figure |1{ and Ta-
ble[1l

*now at Google.

2. Implementation Details
2.1. Continual learning

We conduct experiments on the COSDA-HR dataset in
continual learning setting by 8 different methods: Naive,
LwF [19], EWC [14], DGR [39]], Rehearsal, iCaRL [32]],
BiC [50] and Cumulative. There are 10 episodes in the ex-
periment. In each episode, there are new 16 classes. We
resize all images into 224 x 224 except DGR which is re-
sized into 128 x 128. The memory size is 2000 images for
those methods which need to do rehearsal (i.e., Rehearsal,
iCaRL and BiC). We train the model for 4 epochs in each
episode and SGD optimizer is used with a fixed learning
rate of 0.01 for all the methods except Naive and EWC.
This is because their accuracies drop very fast when train-
ing long times. Thus, we decay the learning rate based on
the number of the current episode. It can be formalized as
follow:

Ir = Irjpie X ™,
— n
epoch,, = |epochy,,. x a™].

n denotes the number of the current episode. Ir and lrjy;
denotes the learning rate at the episode n and the initial
learning rate, respectively. epoch,, and epoch,,, denotes
the number of the epoch to run at the episode n and the
base epoch number, which is set as 4. « controls the decay-
ness of the learning rate and the number of the iterations for
each episode, and we set a as 0.7 in our experiments.

2.2. Open-set recognition

We conduct experiments of the open-set recognition task
in the COSDA-HR dataset with three methods: softmax
thresholding, Openmax [3] and CROSR [47/]. SGD opti-
mizer is used with 0.9 momentum, and the initial learning
rate and the L2 weight decay value are 0.001 and 0.0001,



respectively. For training CROSR, we extend the ResNet-
18 by inserting additional convolution and transpose con-
volution layers after conv3, conv4 and conv5. The addi-
tional convolution layers reduce the channel size to 32 and
expand back to the original channel size, and we use this
reduced intermediate feature to calculate Openmax. The
transpose convolution layers are used to reconstruct the im-
age. The classification loss (i.e., cross-entropy loss) and the
L2 loss (i.e., image reconstruction loss) are used to update
the model parameters.

Softmax thresholding recognizes the image as the un-
known class when the highest prediction value from soft-
max is under 0.8.

Openmax. We use o = 1, tail size = 7 to train Openmax.
The model recognizes the image as the unknown class when
the highest prediction value from Openmax is under 0.8.
CROSR. We use o = 2, tail size = 6 to train CROSR. The
model recognizes the image as the unknown class when the
highest prediction value from Openmax is under 0.8.

2.3. Domain adaptation

We experiment with five recently proposed unsupervised
domain adaptation methods for the domain adaptation task
in the COSDA-HR dataset, including AFN [46], BSP [6],
DAAN [49], DTA [18] and MRAN [54]. The hyper-
parameters used for these methods are as follows:

AFN. We use SGD optimizer with the initial learning rate of
0.001 and 0.01 for the L2 weight regularization. The batch
size is 32.

BSP. We use SGD optimizer with the inverse learning rate
scheduler and the initial learning rate is 0.003. The L2
weight decay value is 0.0005 and the batch size is 36.
DAAN. We use SGD optimizer with the initial learning rate
of 0.001 and 0.9 as the momentum. The batch size is 32 and
the L2 weight decay value is 0.0005.

DTA. The learning rate 0.001 and the L2 weight decay
0.0005 are used in SGD optimizer with 0.9 momentum. The
batch size is 128. The source consistency weight and the
target consistency weight are 1 and 2, respectively. In ad-
dition, the class balance weight is 0.01 and the target VAT
loss weight is 0.2.

MRAN. We use SGD optimizer with the initial learning rate
0.01 and momentum 0.9. The batch size is 32 and the L2
weight decay value is 0.0005. In addition, we use the dif-
ferent initial learning rate for the classifier, which is 0.1.

2.4. Open set domain adaptation

We take two types of approaches to the COSDA-HR
dataset in open-set domain adaptation setting: open-set
recognition + domain adaptation and open-set domain adap-
tation.

The first approach is to combine methods in open-set
recognition and domain adaptation. As the method of do-

main adaptation, we use MRAN [54] that achieves the
best score for the COSDA-HR dataset with domain adap-
tation setting. As the method of open-set recognition, we
use softmax-thresholding and Openmax [3]. The open-set
recognition is the post-processing method, thus the com-
bining procedure is to 1. train the model with domain adap-
tation and 2. apply the method of open-set recognition to
the trained model. We use the same training procedures for
open-set recognition and domain adaptation as described in
section[2.2]and

The second approach is to use methods of open set do-
main adaptation and we apply two standard methods to the
COSDA-HR dataset in open-set domain adaptation setting:
OPDABP [36] and UDA [48]. The implementation and
learning setting for both methods are based on the original
codes.
OPDABP.We use SGD optimizer with 0.9 momentum and
the initial learning rate is 0.001. The L2 weight decay value
is 0.005 and the batch size is 128.
UDA. UDA consists of feature extractor (i.e., ImageNet-1k
[33] pre-trained ResNet-18 [10]]), two adversarial network
and the classifier. We use SGD optimizer with 0.9 momen-
tum, the L2 weight decay value is 0.0005 and the batch size
is 36. The initial learning rate is 0.0001 for the feature ex-
tractor and 0.001 for the rest of the parts. The learning rate
scheduler is based on the equation below:

Ir = Iripie * (1.0 + 7 * min(1.0, L))_p
tmax
Irini¢ is the initial learning rate and ¢ is the number of
current iteration. We set tmax, v and p as 10000, 10 and
0.75, respectively.

2.5. Continual open set domain adaptation

We take two types of approaches to the COSDA-HR
dataset in continual open set domain adaptation setting:
continual learning + open-set recognition + domain adap-
tation and continual learning + open-set domain adaptation.
In this setting, there are 10 episodes and each episode has
new 16 classes.

As the first approach, we conduct the experiment with
Bic [50] + MRAN [54]] + Softmax and Bic + MRAN +
Openmax [3]. Since methods of open-set recognition are
post-processing methods, the combining procedure is to 1.
train the model with Bic + MRAN and 2. apply the open-
set recognition method to the trained model. To combine
MRAN with Bic, SGD optimizer is used with momentum
0.9. The batch size is 32, the L2 weight decay value is
0.0005 and the memory size is 2000. The initial learning
rate for the classifier and the rest of the parts are 0.001 and
0.0001, respectively. The learning rate is fixed through all
episodes. For combining the method of open-set recogni-
tion, we use the same hyper-parameters and the training
procedure described in section [2.2]



method accuracy (%)
Naive 31.59
LwF [19] 29.61
EWC [14]] 33.80
DGR [39] 8.40
Rehearsal 89.27
ICaRL [32] 82.70
BiC [50] 90.18

Cumulative (upper bound) 95.05

Table 2: The results of the COSDA-HR dataset in continual
learning setting on Sourcee;.

As the second approach, we combine UDA with con-
tinual learning methods. SGD optimizer is used with mo-
mentum 0.9. The batch size is 32 and the L2 weight decay
value is 0.0005. The initial learning rate for the feature ex-
tractor (i.e., ResNet-18) and the rest of the parts are 0.0001
and 0.001, respectively. The memory size is set as 2000
for Bic and Rehearsal. The learning rate is fixed through all
episodes when combining Naive, Rehearsal, Bic and Cumu-
lative. For combining LwF, we use the same learning rate
scheduling described in section [2.1]

3. Experiment
3.1. Continual learning

In this section, we perform a preliminary experiment to
evaluate several continual learning methods on the closed
source images in the COSDA-HR dataset. Specifically, we
train the system on Source,i, and evaluate on Sourcee.
160 classes are randomly split into 10 subsets to form a 10-
step sequence of continual learning. Lwf [19], EWC [14]
and DGR [39] are approaches without memory. Rehearsal,
ICaRL [32], BiC [50] are approaches with memory. We set
the size of the memory as 2000 in the above three meth-
ods. Naive is the regular training strategy without memory.
Cumulative is the regular training strategy with unlimited
memory and it is the upper-bound performance for this task.

As can be seen in Table methods without mem-
ory achieve weak performances and methods with memory
gives a strong performance that is closed to the performance
of Cumulative which is the upper-bound performance. We
find that DGR uses GAN in its method and the generator
fails to learn to generate images, thus GAN is difficult to
apply to the COSDA-HR dataset with current techniques. It
represents that the continual learning setting without mem-
ory is challenging in the COSDA-HR dataset.

4. Analysis
4.1. Confusion matrix

Figure[2]shows the confusion matrix of Bic + UDA base-
line model in the task of continual open set domain adapta-
tion on the COSDA-HR dataset. As can be seen in Figure[2]
many examples are misclassified as the unknown class. We
need a more sophisticated method that detects the unknown
class without degrading the performance on the closed set.
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Figure 2: The confusion matrix of BiC + UDA baseline
model in the COSDA-HR dataset. There are 16 super-
category and the unknown class. Each super-category has
10 different classes, thus the number of total classes is 161.
The confusion matrix is 161 x 161 and the super-category is
denoted in each axis. Ten different classes belonging to the
super-category are arranged between the neighbored super
categories on the axis (e.g., [balll, ball2, ... ball10, bookl,
book2,...]). Each row in the confusion matrix is normalized
by the sum of its column.
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