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1. Visualization of the iterative prediction process

To visualize our iterative prediction process, in figure 1, we show our predictions for t = [1, 2, 3, 4, 5].

Figure 1: Our prediction over t = 1, . . . , 5. While our alpha prediction barely changes from the initial input, both the

foreground and background predictions get consecutively more accurate, as seen especially in the background prediction.



2. Additional comparison results on the Composition-1k test dataset

We show further comparisons of our method to Context-Aware Matting [4] and Samplenet [9] in figures 2 and 3

Figure 2: Visual comparison on the Composition-1k dataset. From left to right: Input image, Compositions from Context-

Aware Matting [4], Samplenet [9], Ours, Ground-truth.



Figure 3: Visual comparison on the Composition-1k dataset. From left to right: Input image, Compositions from Context-

Aware Matting [4], Samplenet [9], Ours, Ground-truth.



3. Visualization of the manual editing

We show the automatic predictions, the manual edits done and the refined results in figure 4.

Figure 4: Visualization of the manual editing process. From left to right: Input image, predicted alpha, composition from

automatically predicted alpha and foreground, editing mask for the alpha, composition from the updated alpha and newly

predicted foreground.

As can be seen, the faulty automatic alpha predictions lead to unappealing compositions. However, a small amount of manual

editing is sufficient to recover foreground color predictions that lead, alongside the new alpha, to much better compositions.

Please note that the amount of manual editing was deliberately kept low.



4. User study results

We show some example images from the user study we conducted in figure 5.

Figure 5: Example images from the user study. From left to right: Input image, Context-Aware Matting [4], our result with

the alpha prediction from Context-Aware as input, Samplenet [9], our result with the alpha prediction from Samplenet as

input.

As can be seen in the comparison with Samplenet, the color predictions from Samplenet are somewhat smoothed out on the

edges, which can lead to more unappealing compositions. For the comparison with Context-Aware Matting, the differences

in color predictions are more difficult to spot.



5. Alpha matte prediction

We show the results on the commonly used evaluation metrics for alpha matting in table 1.

Methods MSE SAD Grad Conn

KNN [3] 0.078 112.60 67.68 113.47

KNN [3] + Ours 0.078 112.81 67.75 113.52

IF [1] 0.066 75.41 63.39 75.48

IF [1] + Ours 0.066 75.47 63.38 75.48

AlphaGAN [7] 0.031 68.71 50.97 70.42

AlphaGAN [7] + Ours 0.031 68.72 50.97 70.40

Deep Image Matting [10] 0.014 50.4 31.0 50.8

IndexNet [6] 0.013 45.8 25.9 43.7

VDRN [8] 0.011 45.3 30.0 45.6

AdaMatting [2] 0.010 41.7 16.8 –

SampleNet [9] 0.010 46.79 22.50 45.64

SampleNet [9] + Ours 0.010 46.82 22.51 45.66

GCA [5] 0.009 35.28 16.92 32.53

GCA [5] + Ours 0.009 35.31 16.91 32.53

Table 1: Quantitative results of the alpha prediction on the Composition-1k dataset. Best results are emphasized in bold.

Note that not all image could be predicted for KNN Matting and Information-flow Matting due to trimaps incompatible with

these methods.
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