Supplementary material for “Multimodal Humor Dataset: Predicting Laughter tracks for Sitcoms”

Figure 1: Figure showing the dataset creation for Dialog having 5 Dialog Turns. DT stands for Dialog Turn.

1. Overview

Figure 1 demonstrates the creation of the dataset. We provide relevant theoretical background about the models used in the Section 3. ROC plots of the test results obtained are shown in the Figure 4, and additional data analysis is discussed in the Section 2.

2. Data analysis

Words distribution: Figure 5 shows the words used by the Top 6 speakers in our dataset. We observe that distribution for different speakers is more or less the same.

Laughter time: Figure 3 shows the distribution of the laughter track duration across the dataset.

tSNE plot: We made a t-SNE plot by randomly selecting 1500 images from the last frames of the last dialog turns in the dataset. This is shown in Fig 6. A random distribution like this hints towards absence of visual bias.

Bubble plot: A bubble plot to visualize the vocabulary of humorous and non-humorous dialogs is shown in Figure 2.

3. Model details

Below we describe the implementation of Text and Video based attention models separately:

- **Text Attention Model (TAM)** Given a sequence of dialog turns \((d_1, d_2, \ldots, d_t)\), first we append special START and STOP tokens indicating start and end mark of each dialog turn. Then, we make a \(V\) dimensional one-hot vector representation for every word in the dialog turn and transform it to a real valued word representation \(g_{WE}\), using a matrix \(\theta_w \in \mathbb{R}^{l_w \times V}\) which is parameterized by a function \(G(d_w, \theta_w)\). Then, the \(l_w\) dimensional word embeddings are fed to a LSTM for obtaining a \(l\)-dimensional hidden state representation \(h_t\) for each input dialog turn \(d_t, t \in 1 \ldots T\). (T=5 when no. of dialog turns are 5).

We then use a single head self-attention method to obtain attention features over each turn as follows,

\[
\text{Attention}(Q, K, V) = \text{softmax}(\frac{QK}{\sqrt{n}})V
\]

where, the queries \((Q)\), the keys \((K)\) and values \((V)\) are the encoder hidden states. We further used Transformer \(3\) and BERT \(1\) architecture to get better attention embedding for each dialog turn and refer the variants as TAM_{Tran} and TAM_{BERT}. That is,

\[
\text{MultiHead}(Q, K, V) = [h_1 \dot h_h]W_O
\]

where \(h_i = \text{Attention}(QW_i^Q, KW_i^K, VW_i^V)\).

- **Video based Attention Model** Given an input video \(X_v\), we obtain a vector \(g_v \in \mathbb{R}^{4096}\), a 4096 dimensional C3D \(2\) video feature embedding from the \(fc-7\) layer of a C3D CNN network (parameterized by a function \(G_i(x_v, \theta_v)\), where \(\theta_v\) are the weights of the convolutional layers). We also use self attention on video turns.
Figure 2: Bubble plots drawn to visualize the vocabulary of humorous and non-humorous Dialogs. Similarity between the two suggests that simple bag of words based humor detection methods would not give good results. (The relative size of the bubble gives measure of the frequency of the words)

Figure 3: This figure shows the laughter track duration distribution across the dataset.

Figure 4: ROC curve for the test set. Class 1 represents the humor class, and Class 0, the non-humor class.
Figure 5: Bar plots drawn for the word distribution of dialogs spoken by Top 6 Speakers in our dataset.
Figure 6: A tSNE plot made by randomly selecting 1500 images (each from Humorous and Non-Humorous set) as the last frame of the visual dialogue turns. Sometimes these visual models could cheat by detecting some pattern in humorous/non-humorous visual dialogs like specific camera angle etc. The above plot hints towards its absence. To visualize the plot better, each image is represented by a dot and the corresponding plot is shown below. (Current plot is slightly scaled up to ease the visibility.)
Figure 7: A green dot represents a humorous sample and red dot, a non-humorous sample. They seem to be randomly distributed, hinting towards absence of any such bias.

Figure 8: (a) Text based Attention Model (b) Video based Attention Model
Figure 9: (a) Text based Fusion Model (b) Video based Fusion Model
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