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A. Visualization of results on FSS-1000
The qualitative segmentation results on the FSS-1000 dataset in Sec.4.2.3 are illustrated in Fig. 1. VPI produces accurate

segmentation close to the ground truth.

Su
pp

or
t I

m
ag

e
W

ei
 e

t a
l.

VP
I

G
ro

un
d 

Tr
ut

h

Figure 1. Qualitative visualizations of one-shot results on FSS-1000. Our VPI can accurately produce the segmentation maps for objects
by predicting almost all the pixels on them, while Wei et al. [?] fails in some cases by missing some foreground pixels.

B. Failure Cases
To gain further insights into the proposed method, we show some failure cases on PASCAL-5i in Fig 2. In the first case

(top left), our method fails to predict detailed information of the bicycle though it can roughly capture the object from the
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Figure 2. Several failure cases on PASCAL-5i. In these failure cases, query images demonstrate considerable visual differences from the
corresponding support images, which still poses challenges for accurate segmentation.

complex background. This is mainly due to the complex line structure of the bicycle and the variation in size of objects
between query and support images. In the third case (bottom left), the annotated object in the support image is largely
occluded, which offers only weak support for segmentation. As a result, our method fails to distinguish the foreground bus
from the surrounding cars.


