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Figure 1. Examples of the source and target data for the three
datasets. The domain gap is found to be large for each dataset.

In this document, we provide more supporting materials
for our main paper. Firstly, we give the formula derivation
of the joint loss L(W, σ1, σ2, σ3, σ4) in Section 3.4. Sec-
ondly, we present examples of the source and target data to
show the domain gap in the three datasets. Finally, we give
the ablative results for our feature embedding module.

1. Formula Derivation Details
In our main paper, in order to determine the weights

of the objectives automatically, we propose an adaptive re-
weighting module (see Section 3.4), which adopts an adap-
tive multi-task loss function based on maximizing the Gaus-
sian likelihood with task-dependent uncertainty.

Formally, our DAPN has four discrete outputs
y1, y2, y3, y4, modeled with multiple softmax likeli-
hoods, respectively. The joint loss L(W, σ1, σ2, σ3, σ4) is
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defined as follows:

L(W, σ1, σ2, σ3, σ4)

= softmax(y1=c; f
W(x), σ1) · softmax(y2=c; f
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where the classification likelihood is used to to squash a
scaled version of the model’s output y (i.e. y1, y2, y3, or
y4) with a softmax function:

p(y|fW(x)) = softmax(fW(x)). (2)

More specifically, with a positive scalar σ, the log likeli-
hood for the output y is:

log p(y = c|fW(x), σ) =
1

σ2
fWc (x)−log

∑
c′

exp(
1

σ2
fWc′ (x)).

(3)

2. Illustration of Source and Target Data
As mentioned in our main paper, we select three datasets

for problem definition: miniImageNet [3], tieredImageNet
[4], and DomainNet [2]. For the first two datasets, the
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Figure 2. Schematic of the proposed adversarial learning method
for domain-adaptive FSL. Both source/target domain confusion
and domain discrimination are explicitly included in our model.

Model 5-way 1-shot 5-way 5-shot
Encoder 26.78± 0.24 36.42± 0.26
Encoder+Decoder 27.07± 0.24 36.81± 0.28
Encoder+Decoder+Attention 27.25± 0.25 37.45± 0.25

Table 1. Ablative accuracies (%, top-1) with 95% confidence in-
tervals for our feature embedding module over miniImageNet.

source data are real/natural images, while the target data
(i.e., pencil paintings) are obtained by applying the style
transfer algorithm [5]. For the third dataset, the real s-
plit in DomainNet is used as the source data, while the s-
ketch split is used as the target data. Further, we define our
new domain-adaptive few-shot learning (DA-FSL) on these
datasets. Figure 1 shows examples of the source and target
data for the three datasets. It can be clearly seen that the
domain gap between the source and target data is large for
each dataset. Therefore, our DA-FSL problem is rather hard
to solve since both domain adaptation and FSL are involved.

3. Ablative Results for Feature Embedding
The feature embedding module in our DAPN model con-

sists of three components: encoder, decoder, and attention,
as shown in Figure 2. The ablative results for this fea-
ture embedding module are shown in Table 1. We can ob-
serve that: (1) Adding more components leads to more per-
formance improvements, showing the contribution of each
component of our feature embedding module. (2) The fea-
ture embedding module used for DA-FSL needs to take a
complex form so that both domain confusion and domain
discrimination can be enforced simultaneously.

4. Feature Visualization for Our DAA Module
The t-SNE visualization [1] of the feature vectors ex-

tracted before/after the embedding module can be seen in

(a) DC: before embedding (b) DC: after embedding

(c) DC+DS: before embedding (d) DC+DS: after embedding

Figure 3. The t-SNE visualization of the feature vectors of 5,000
randomly-selected images from the source domain (purple dots)
and 5,000 images from the target domain (yellow dots) on the Do-
mainNet dataset. Left: feature vectors extracted before the embed-
ding module; Right: feature vectors extracted after the embedding
module. Notations: DC – domain adaptation using the loss Ldc;
DC+DS – domain adaptation using the losses Ldc and Lds.

Figure 3. It shows that the use of the loss Lds leads to two
improvements: (1) The source/target samples are discrimi-
nated significantly better before embedding (see Figure 3(c)
vs. Figure 3(a)); (2) The source/target samples are enforced
to be more confused after embedding (see Figure 3(d) vs.
Figure 3(b)). This explains the better performance of our
DAA module (w.r.t. the conventional domain confusion).

References
[1] Laurens van der Maaten and Geoffrey Hinton. Visualizing

data using t-SNE. Journal of Machine Learning Research,
9:2579–2605, 2008.

[2] Xingchao Peng, Qinxun Bai, Xide Xia, Zijun Huang, Kate
Saenko, and Bo Wang. Moment matching for multi-source
domain adaptation. arXiv preprint arXiv:1812.01754, 2018.

[3] Sachin Ravi and Hugo Larochelle. Optimization as a model
for few-shot learning. In ICLR, 2017.

[4] Mengye Ren, Eleni Triantafillou, Sachin Ravi, Jake Snell,
Kevin Swersky, Joshua B. Tenenbaum, Hugo Larochelle, and
Richard S. Zemel. Meta-learning for semi-supervised few-
shot classification. In ICLR, 2018.

[5] Hang Zhang and Kristin Dana. Multi-style generative network
for real-time transfer. arXiv preprint arXiv:1703.06953, 2017.


