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Abstract

A fingerprint Region of Interest (ROI) segmentation mod-

ule is one of the most crucial components in the fingerprint

pre-processing pipeline. It separates the foreground finger-

print and background region due to which feature extraction

and matching is restricted to ROI instead of entire finger-

print image. However, state-of-the-art segmentation algo-

rithms act like a black box and do not indicate model confi-

dence. In this direction, we propose an explainable finger-

print ROI segmentation model which indicates the pixels on

which the model is uncertain. Towards this, we benchmark

four state-of-the-art models for semantic segmentation on

fingerprint ROI segmentation. Furthermore, we demon-

strate the effectiveness of model uncertainty as an attention

mechanism to improve the segmentation performance of the

best performing model. Experiments on publicly available

Fingerprint Verification Challenge (FVC) databases show-

case the effectiveness of the proposed model.

1. Introduction

Fingerprint matching systems are one of the most ro-

bust biometrics-based authentication systems. Owing to the

low cost of fingerprint sensors, it is used for a plethora of

applications ranging from access control, online payments

to getting subsidies through government welfare schemes.

Although fingerprint matching systems are generally quite

robust, however, it is observed that fingerprint matching

performance is adversely affected due to presence of back-

ground noise.
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Figure 1. Visualization of model uncertainty in Fingerprint ROI

segmentation. First row showcases samples from FVC databases

while second row illustrates the obtained model uncertainty. The

visualization of uncertainty values demonstrates the fact that the

model outputs higher uncertainty around noise and pixels with un-

clear ridge structure (blue and red color denote low and high un-

certainty values respectively).

Fingerprint region of interest (ROI) segmentation is typ-

ically the first step in fingerprint pre-processing pipeline.

This step is targeted to separate the foreground fingerprint

and background region. Foreground fingerprint region is

identified by fingerprint region with clear textured patterns

containing ridges and valleys whereas the background con-

stitutes of sensor noise or noise originating due to oil and

dirt on the surface of sensor. Fingerprint ROI segmentation

helps the fingerprint matching system two folds: firstly, it

restricts the area for fingerprint feature extraction only in

the foreground. Thus, minimises the possibility of spurious

feature (minutiae) extraction around the boundary of fore-

ground fingerprint. Furthermore, ROI segmentation elimi-
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nates the chances of erroneous detection of minutiae due to

sensor noise around image boundaries. Secondly, it reduces

the computation time for performing matching.

Fingerprint image can be acquired from a variety of sen-

sors employing different sensing technology such as opti-

cal, capacitive and thermal (see first row of Figure 1). Fur-

thermore, different fingerprint scanners, even when utilizing

same sensing technology introduce varying sensor noise in

the fingerprint images, depending upon the vendor manu-

facturing the scanning device. Varying background noise

originating from disparate sensors adversely affects the gen-

eralization performance of fingerprint ROI segmentation al-

gorithm. In such cases, uncertainty quantification is helpful

as it allows experts to assess the trustworthiness of predic-

tions and can prevent erroneous ones.

Towards designing an explainable fingerprint ROI seg-

mentation model, we aim to design a model which outputs

an uncertainty score for each pixel which can help to un-

derstand whether the model is confident in its prediction or

not (See second row of Figure 1). This can help to iden-

tify scenarios where human intervention can help to mini-

mize error in model’s prediction. We also hypothesize that

while learning to quantify uncertainty in prediction, model

implicitly learns the relative importance of features and ad-

justs the model weights accordingly. As a result, training

the fingerprint ROI segmentation model to incorporate the

notion of explainability through model uncertainty acts like

an attention mechanism and helps to improve segmentation

performance.

2. Related Work

Filtering in Fourier domain: Hu et al. [10] propose

fusion based segmentation algorithm. The first mask is ob-

tained using adaptive thresholding on log-gabor filtered im-

age whereas the second mask is obtained using orientation

reliability information. Thai et al. [28] argue that the fre-

quencies in Fourier spectrum of fingerprint images lie only

in specific band. Authors propose factorized directional

bandpass filtering in Fourier domain to obtain the segmen-

tation mask.

Morphological operations based segmentation: Thai

and Gottsclich [27] propose a three part decomposition

method to separate the noise and fingerprint image. Mor-

phological operations on the binarized fingerprint image are

performed to obtain the ROI mask. Fahmy and Thabet [6]

compute the range image for the input fingerprint image.

The range image is then converted into binary image using

adaptive thresholding. Morphological operations and con-

tour smoothing is applied over the binary image to obtain

ROI mask.

Ridge orientation information based segmentation:

Teixeira and Leite [26] propose monotonic filtering of im-

age extrema using multi-scale pyramidal structuring ele-

ment and orientation of each pixel is obtained using multi-

scale directional operator. Segmented image is obtained

using the computed directional field. Raimundo et al. [4]

propose orientation based quality measure to identify pix-

els parallel and perpendicular to the flow of ridge orienta-

tion. Clustering is performed to find non-overlapping re-

gions with distinct quality.

Learning based segmentation algorithms: Ferreira et

al. [7] and Yang et al. [31] propose clustering of pixels to

segment fingerprints. Liu et al. [19] proposes handcrafted

intensity and texture features to classify a patch as fore-

ground or background. Serafim et al. [23] and Stojanović

et al. [25] propose classification of image patches using a

convolutional neural network (CNN).

To summarize, the fingerprint ROI segmentation algo-

rithms explained above are not end-to-end models. Rather,

the models work on patch level. As a result, to overcome the

block-effect observed in these models, these require post-

processing to output the segmentation mask.

Uncertainty Estimation: It has been observed that the

deep learning models are overconfident even for the wrong

prediction [20]. Thus, obtaining uncertainty in the predic-

tion of deep learning models may help to overcome this

issue. Bayesian neural network (BNN) is well suited to

obtain the estimation of uncertainty. However, optimiza-

tion of BNN is intractable. To overcome this, later Gal

et al. [8] show that dropout based model can work as the

approximation of BNN. Blundell et al. [1] present an effi-

cient method to obtain uncertainty in weights by backprop-

agation in BNN. Data and model uncertainty are modeled

in [15]. Prior network [21] uses the Dirichlet distribution

matching for detection the out of distribution samples. En-

semble models are also capable to capture the uncertainty

estimation [18]. Bayesian uncertainty estimation in deep

learning are discussed in [14, 16, 29].

All of the fingerprint ROI segmentation algorithms pro-

posed so far in the literature act like a black-box and do

not indicate which pixels are highly likely to be erroneous.

Motivated by the success of uncertainty in various applica-

tions [15, 3, 17], we propose an explainable fingerprint ROI

segmentation model which not only predicts ROI mask but

also predicts an uncertainty mask which explains the confi-

dence of prediction by the proposed model.

2.1. Research Contributions

Most of the models proposed in the fingerprint ROI seg-

mentation literature are not end-to-end, and require post-

processing. Therefore, true uncertainty cannot be evaluated

on them using Monte Carlo Dropout (as the per-pixel label

might change due to post-processing). Therefore, to intro-

duce uncertainty based explainability in a fingerprint ROI

segmentation model, the baseline model must be an end-to-

end model. Towards this, we benchmark the performance
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of four state-of-the-art semantic segmentation models on

fingerprint ROI segmentation. Having found the best per-

forming segmentation model among the evaluated models,

we modify the network architecture such that model uncer-

tainty in segmentation is obtained. To the best of our knowl-

edge, this is the first work to introduce uncertainty guided

explainability in the fingerprints domain.

3. Benchmarked Algorithms

We benchmark the performance of the following state-

of-the-art segmentation models on Fingerprint ROI segmen-

tation.

• Conditional Generative Adversarial Network

(CGan): CGan [12] employs adversarially trained

generator and discriminator sub-networks. Given the

input image, generator is trained to generate an output

image corresponding to the input image whereas the

discriminator is trained to classify whether the gen-

erated image is real or fake. The adversarial training

ensures that the output image generated by the gen-

erator network corresponds to the input image while

being realistic looking. CGan has previously been

successfully exploited for fingerprint enhancement by

Joshi et al. [13].

• Unet: Unet [22] is a convolutional neural network

which has an encoder-decoder architecture. However,

a Unet architecture has skip connections from encod-

ing layer to decoding layers. The skip connections em-

ployed in the Unet architecture provide contextual in-

formation from neighbouring pixels. This helps the

model to preserve edge-level details. The compactness

of Unet makes it a widely used architecture for appli-

cations with small training dataset.

• CCNet: CCNet [11] is a fully convolution neural net-

work that employs criss-cross attention module. The

attention module helps CCNet to aggregate contex-

tual information in horizontal and vertical direction

without excessively increasing the computational over-

head. Futhermore, it adopts a recurrent strategy to ob-

tain global information from the image. This helps the

model to learn contextual information and obtain good

segmentation performance.

• Recurrent Unet (RUnet): RUnet [30] is specifically

designed to take care of applications in which the

amount of training dataset is small. This makes it suit-

able for fingerprint ROI segmentation task since the

size of training dataset is fairly small. Towards en-

suring compact architecture, RUnet adds recurrent unit

into the baseline Unet architecture which iteratively re-

fines both the internal state of the network and the seg-

mentation mask. This boosts the performance of stan-

dard Unet architecture without increasing too many pa-

rameters which helps to avoid overfitting.

4. Model Uncertainty

The deep learning based models benchmarked in Section

3 are deterministic models and are not designed to capture

model uncertainty. Although these do predict probabilities

at the last layer, however authors in [9] show that a model

can be uncertain even if it makes a prediction with a high

probability. Therefore, the predictive probability cannot be

taken as a metric to quantify the confidence of a model. To

calculate uncertainty from a deterministic deep model, it is

required to convert it into a probabilistic model so that sta-

tistical analysis of model’s prediction can be performed. We

next discuss about probabilistic models and how to convert

a deep model into a Bayesian deep model in order to obtain

model uncertainty.

4.1. Bayesian Neural Networks

Let us denote training set of input images as X =
{x1, x2...xN} and its associated output ROI segmented

mask as Y = {y1, y2...yN}. For a given model y = fw(x),
Bayesian neural networks infer the distribution over model

parameters w which could have generated the observed out-

put Y . Let the probability distribution of output given the

input is denoted as p(y|x,w). Through training, Bayesian

neural network learns the posterior distribution p(w|X,Y )
and determines the most likely model parameters given the

set X and Y . For a given test input xtest, the output proba-

bility is computed as:

p(ytest|xtest, X, Y ) =

∫
p(ytest|xtest, w)p(w|X,Y ))dw

The posterior probability p(w|X,Y ) required for the in-

ference is intractable for a deep neural network. Variational

Inference is one of the techniques to approximate the poste-

rior p(w|X,Y ). It requires defining an approximating vari-

ational distribution qθ(w) where θ denotes the variational

parameters and qθ(w) is required to be close to the true pos-

terior.

4.2. Dropout Approximate Inference

Given a deterministic neural network, Gal and Ghahra-

mani [9] show that by re-parameterization of the approxi-

mate variational distribution qθ(w) as Bernoulli, it is possi-

ble to approximate variational inference from a determinis-

tic neural network.

Through dropout [24] one samples binary variable for

each each input and for every network unit in each layer.

Let yi denotes the output of layer i. Through application of
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drop out

yi = ri ∗ yi

yi = Bernoulli(ri) yi

where ri denotes the probability of binary variable to

take value 1 in layer i. This demonstrates that Bayesian

inference can be approximated from a deterministic neural

network by incorporating dropout in its layers.

4.3. Calculating Model Uncertainty

p(ytest|xtest, X, Y ) =

∫
p(ytest|xtest, w)p(w|X,Y ))dw

≈

∫
p(ytest|xtest, w)qθ(w)dw

=
1

τ

τ∑
t=1

p(ytest|xtest, w̃t)

where w̃t ∼ qθ(w) and qθ(w) is the dropout distribution.

This result signifies that output of the model is obtained

through Monte Carlo integration over τ stochastic outputs

obtained through the model. Model uncertainty as captured

by predictive variance is approximated as:

var(ytest) =
1

τ

τ∑
t=1

(p(ytest|xtest, w̃t))
T p(ytest|xtest, w̃t)

−E(yTtest)E(ytest)

where E(ytest) =
1

τ

∑τ

t=1
(p(ytest|xtest, w̃t)).

To approximate Bayesian inference from RUnet,

Dropout is used on each convolution layer (resulting archi-

tecture is named DRUnet). As an effect of using Dropout,

weights of the model and its output change for every iter-

ation. As a result, the model of the output at a particular

iteration is termed as a stochastic output. For a test in-

put xtest, var(ytest) is the model uncertainty. As defined

above, the output ROI segmentation and model uncertainty

are the mean and variance of τ stochastic outputs.

5. Proposed Method

To estimate model uncertainty from baseline Recurrent

Unet (RUnet) architecture, the network architecture is mod-

ified by adding a dropout layer with probabilty 0.5 corre-

sponding to each convolutional layer. The resulting archi-

tecture is called DRUnet (Recurrent Unet with Dropout).

The proposed DRUnet is a supervised model which is

trained to minimize the cross-entropy loss between the

ground-truth ROI mask and the output of the proposed

DRUnet, which is defined as:

minw [−
1

n

n∑
x=1

1

τ

τ∑
t=1

g(x)log(DRU t(x))]

Database Sensing

Tech.

Sensor Name Size

2000 DB1 Optical S.D. Scanner 300×300

2000 DB2 Capacitive TouchChip 256×364

2000 DB3 Optical DF-90 448×478

2000 DB4 NA Synthetic

Generator

240×320

2002 DB1 Optical TouchView II 388×374

2002 DB2 Optical FX2000 296×560

2002 DB3 Capacitive 100 SC 300×300

2002 DB4 NA Synthetic

Generator

288×384

2004 DB1 Optical V300 640×480

2004 DB2 Optical U.are.U 4000 328×364

2004 DB3 Thermal FingerChip 300×480

2004 DB4 NA Synthetic

Generator

288×384

Table 1. Description of FVC databases used in this research.

where n represents the total number of image pixels in the

training images. g(x) represents the ground-truth proba-

bility of a given pixel x being a foreground pixel while

DRU t(x) represents the probability predicted by the pro-

posed model at iteration t. τ denotes the total number of

iterations. w represents the weights of the proposed net-

work DRU which will be fine-tuned for fingerprint ROI

segmentation during training of the network.

During testing, for a given test image, τ stochastic out-

puts are obtained from DRUnet. The output ROI mask is

obtained as the average of stochastic outputs. While uncer-

tainty is the variance of stochastic outputs. τ=15 is used in

this study.

6. Databases

All the experiments in this research are conducted

on publicly available Fingerprint Verification Competition

(FVC) databases. Training is performed on set B consisting

of total 960 images while testing is conducted on set A com-

prising of total 9600 fingerprint images. The ground truth

segmentation is taken from [27]1. Details on FVC databases

are given in Table 1.

7. Evaluation Metrics

7.1. Dice Coefficient

Dice coefficient/score [5] is a standard metric to quan-

tify segmentation performance by comparing the overlap-

ping region (between model’s output and the ground truth

ROI mask) with the total segmented region. In terms of

1https://figshare.com/articles/dataset/Benchmark for Fingerprint

Segmentation Performance Evaluation/1294209
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True Positive (TP), False Positive (FP) and False Negative

(FN), the Dice coefficient is described as:

Dice =
2× TP

(TP + FP ) + (TP + FN)

7.2. Jaccard Similarity

We also evaluate the segmentation performance on Jac-

card similarity [2], also known as Intersection over union

(IoU). Jaccard similarity is defined as:

Jaccard =
TP

(TP + FP + FN)

Though, the proposed DRUnet is an end-to-end model un-

like [23, 25] which output patch wise results (which are then

merged to obtain the ROI mask). For the sake of compar-

ison, we evaluate the performance of proposed DRUnet on

patch based evaluation metrics (described in Section 7.3,

7.4 and 7.5) on impression 3 and 4 of FVC 2002-Db1a

database, as proposed in [23, 25].

7.3. Erroneously Classified Patch Percentage (Err)

Let p1 denotes a 16×16 patch output by the segmen-

tation algorithm and p2 denotes the corresponding ground

truth patch annotated by human expert. The percentage of

erroneously classified matches is defined as:

Err =
number of patches(p1 6= p2)

number of patches(p1)

7.4. Hit Coefficient (HC)

Hit coefficient indicates the relative foreground finger-

print area correctly detected by the segmentation algorithm

compared to the ground truth.

HC =
Area(O ∩M)

Area(M)

where O and M denote the foreground fingerprint re-

gion detected by the segmentation algorithm and manually

marked foreground respectively.

7.5. Mistake Coefficient (MC)

Likewise, mistake coefficient indicates the relative fin-

gerprint area incorrectly detected as foreground by the seg-

mentation algorithm compared to the ground truth.

MC =
Area(O −M)

Area(M)

8. Results and Analysis

8.1. Benchmarking Results

Table 2 and Table 3 report the benchmarking results.

Among the compared state-of-the-art architectures, CGan

Database CGan Unet CC-Net RUnet

2000DB1 90.58 91.28 73.98 93.34

2000DB2 91.10 88.53 79.66 92.39

2000DB3 96.23 96.74 92.52 96.50

2000DB4 95.11 95.44 83.03 97.04

2002DB1 98.15 98.50 93.58 98.44

2002DB2 95.18 95.84 90.88 97.28

2002DB3 95.91 96.61 87.70 95.53

2002DB4 93.69 94.02 90.08 95.32

2004DB1 99.18 99.24 97.33 99.38

2004DB2 97.58 96.60 92.34 96.69

2004DB3 96.93 96.34 87.96 97.17

2004DB4 97.14 96.95 91.65 97.21
Table 2. Dice score obtained on publicly available FVC Databases

by various state-of-the-art segmentation algorithms.

Database CGan Unet CC-Net RUnet

2000DB1 83.56 84.79 62.08 88.15

2000DB2 84.27 80.72 68.05 86.40

2000DB3 92.96 93.78 87.06 93.74

2000DB4 90.75 91.33 72.86 94.28

2002DB1 96.39 97.07 88.37 96.95

2002DB2 91.35 92.32 84.02 94.88

2002DB3 92.38 93.56 80.05 91.83

2002DB4 88.23 88.78 82.58 91.17

2004DB1 98.38 98.50 94.91 98.78

2004DB2 95.37 93.50 86.12 93.94

2004DB3 94.12 93.03 80.29 94.62

2004DB4 94.53 94.15 84.92 94.73
Table 3. Jaccard similarity score obtained on publicly available

FVC Databases by various state-of-the-art segmentation algo-

rithms.

and CC-Net employ large backbone architectures due to

which these have very high number of parameters as com-

pared to Unet and RUnet. As a result, in fingerprint ROI

segmentation task, with as limited as 960 images in the

training set, these architectures do not perform as good as

lighter architectures namely Unet and RUnet.

Although the performance of Unet and RUnet are com-

petitive, however, RUnet turns out to be the best most ef-

fective baseline model for fingerprint ROI segmentation as

it has been designed to improve the performance of Unet

without adding a lot of parameters and thus is best suited for

learning to segment fingerprint ROI (as the training dataset

is fairly small).

8.2. Monte Carlo Dropout As An Attention Mecha
nism

We observe that introducing Monte Carlo Dropout along

with providing model explainability (by quantifying uncer-

tainty in prediction) helps the model to focus on impor-
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Figure 2. Sample test cases comparing the segmentation ability

of RUnet before and after introduction of Monte Carlo Dropout

inference mechanism (DRUnet).

Database
Jaccard Similarity Dice Score

RUnet DRUnet RUnet DRUnet

2000DB1 88.15 87.97 93.34 93.14

2000DB2 86.40 88.43 92.39 93.58

2000DB3 93.74 95.39 96.50 97.57

2000DB4 94.28 94.89 97.04 97.36

2002DB1 96.95 96.83 98.44 98.38

2002DB2 94.88 95.13 97.28 97.40

2002DB3 91.83 93.87 95.53 96.73

2002DB4 91.17 91.53 95.32 95.54

2004DB1 98.78 98.98 99.38 99.49

2004DB2 93.94 95.98 96.69 97.93

2004DB3 94.62 95.29 97.17 97.55

2004DB4 94.73 96.18 97.21 98.03
Table 4. Comparison of Jaccard similarity and Dice Score obtained

by RUnet and proposed DRUnet.

tant features. As a result, as reported in Table 4 overfit-

ting is reduced and improved segmentation performance

is achieved using proposed DRUnet compared to baseline

RUnet. Figure 2 presents qualitative comparison of RUnet

and DRUnet. RUnet misclassifies background pixels as

foreground when the background pixels have similar inten-

sity as the foreground pixels. DRUnet on the other hand

has marginalized weights as a result of introducing Monte

Carlo Droput inference mechanism. Due to this, Monte

Carlo Dropout acts like an attention mechanism and helps

DRUnet to learn more robust features and obtain superior

performance as compared to RUnet.

8.3. Uncertainty Predicted by DRUnet

While designing an explainable fingerprint ROI segmen-

tation algorithm which can output uncertainty in model’s

prediction, it is expected that the model should exhibit

higher uncertainty around unclear ridge structure and noisy

background. Furthermore, the model should output higher

uncertainty in case of incorrect segmented pixels. As shown

in first and second column (from left) of Figure 3, back-

ground pixels with similar intensity are incorrectly pre-

dicted as foreground by proposed DRUnet. However, in-

terestingly the model uncertainty predicted for these pixels

is fairly high which gives an indication that the model is

not confident in its prediction and some erroneous predic-

tions could have been made by DRUnet. Likewise in third,

fourth and fifth column, the ROI is correctly segmented and

the model outputs very low uncertainty values. Uncertainty

value in third column is higher compared to fourth and fifth

column since the background in input image corresponding

to third column has more noise and similar intensity val-

ues as the foreground due to which it is more difficult for

DRUnet to segment it compared to the other two images.

8.4. Successful Cases of Segmentation

Sample successful cases of fingerprint ROI segmentation

are presented in Figure 4. We observe that the proposed

DRUnet works well across all the datasets used for experi-

mental evaluation. As can be seen in Figure 4, DRUnet can

differentiate background and foreground ridge details in fin-

gerprint images acquired through different sensors. Thus,

we observe that DRUnet exhibits good generalization abil-

ity across a variety of background and sensor noise origi-

nating from different fingerprint sensors.

8.5. Failure Cases of Segmentation

Although effectiveness of DRUnet is observed across

various experiments, however, as shown in Figure 5 we

do find cases when DRUnet obtains unsatisfactory perfor-

mance. We observe that DRUnet misclassifies the back-

ground noise as foreground fingerprint region when the in-

tensity of background pixels is similar to the foreground

pixels.

8.6. Comparison with Stateoftheart

Dice score and Jaccard similarity score obtained by the

proposed DRUnet are compared with the recently proposed

fingerprint ROI segmentation algorithm [23] in Table 5. We

observe that DRUnet outperforms [23] on some datasets

while achieves competitive performance on other datasets.

Results on other evaluation metrics are reported in Table

6. We argue that better segmentation performance of [23]

compared to DRUnet is due to the availability of small

amount of training dataset for DRUnet. [23] is trained
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Figure 3. Sample cases of uncertainty predicted by DRUnet. Blue and red color denote low and high uncertainty values respectively.

Figure 4. Sample successful cases of ROI segmentation by proposed DRUnet.

on patches of size 16×16 to classify the fingerprint patch

as foreground or background. Thus, the number of train-

ing patches are large enough to train the model. However,

since [23] outputs a label on patch level, it requires post-

processing to obtain the output ROI mask. DRUnet on the

other hand, is an end-to-end model trained on full sized im-

ages due to which the size of training dataset is very small

to train it. However, competitive segmentation performance
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Figure 5. Sample failure cases of ROI segmentation by proposed DRUnet.

Database
Jaccard Similarity Dice Score

DRUnet [23] DRUnet [23]

2000DB1 87.97 95.86 93.14 97.36

2000DB2 88.43 95.69 93.58 97.20

2000DB3 95.39 96.98 97.57 97.40

2000DB4 94.89 97.42 97.36 97.99

2002DB1 96.83 98.22 98.38 98.18

2002DB2 95.13 96.64 97.40 97.37

2002DB3 93.87 96.10 96.73 96.26

2002DB4 91.53 94.91 95.54 95.75

2004DB1 98.98 98.89 99.49 97.88

2004DB2 95.98 96.60 97.93 96.97

2004DB3 95.29 97.39 97.55 97.97

2004DB4 96.18 96.59 98.03 97.20
Table 5. Comparison of Jaccard similarity and Dice Score obtained

on publicly available FVC Databases with state-of-the-art finger-

print segmentation algorithm.

achieved by DRUnet as compared to [23] demonstrates the

effectiveness of proposed work.

Algorithm Err HC MC

[23] 0.0159 0.9845 0.0146

[25] 0.0365 0.9421 0.0747

DRUnet (Proposed) 0.0173 0.9949 0.0313

Table 6. Comparison of average error, hit coefficient and mistake

coefficient by proposed DRUnet with state-of-the-art segmentation

algorithms.

9. Conclusion and Future Work

This paper is the first work to propose an explainable fin-

gerprint ROI segmentation algorithm. Firstly, benchmark-

ing of four state-of-the-art segmentation algorithm is per-

formed on fingerprint ROI segmentation task. Later, model

uncertainty is introduced on the best performing model. Ex-

perimental results and visualizations demonstrate the fact

that introducing Monte Carlo Dropout works like an atten-

tion mechanism and also provides model’s confidence in

prediction. We show that proposed model correctly outputs

model confidence by predicting higher uncertainty around

highly noisy and incorrectly predicted fingerprint regions,

and low uncertainty value around regions with clear ridge

structure and low background noise. In future, other meth-

ods on uncertainty quantification can be explored.
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