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Abstract

In this paper, we study fine-grained 3D object identification in real-world scenes described by a textual query. The task aims to discriminatively understand an instance of a particular 3D object described by natural language utterances among other instances of 3D objects of the same class appearing in a visual scene. We introduce the 3DRefTransformer net, a transformer-based neural network that identifies 3D objects described by linguistic utterances in real-world scenes. The network’s input is 3D object segmented point cloud images representing a real-world scene and a language utterance that refers to one of the scene objects. The goal is to identify the referred object. Compared to the state-of-the-art models that are mostly based on graph convolutions and LSTMs, our 3DRefTransformer net offers two key advantages. First, it is an end-to-end transformer model that operates both on language and 3D visual objects. Second, it has a natural ability to ground textual terms in the utterance to the learning representation of 3D objects in the scene. We further incorporate object pairwise spatial relation loss and contrastive learning during model training. We show in our experiments that our model improves the performance upon the current SOTA significantly on Referit3D Nr3D and Sr3D datasets. Code and Models will be made publicly available at https://vision-cair.github.io/3dreftransformer/.

1. Introduction

In recent years, a lot of interest has been demonstrated in connecting vision and language. Improving the performance of vision and language-based tasks is essential for a wide range of applications ranging from 2D image related applications like image captioning [19, 35, 38, 25, 2], text-to-image generation [13, 33, 9], and visual question answering [3, 30] to more complex tasks in robotics like language guided navigation [20, 22, 10].

The task of visual grounding has attracted a lot of attention [16, 14, 24, 8]. The goal of visual grounding is to localize an object in an image given its natural language description. However, the majority of work focuses on forming a relationship between language and 2D images, which despite commendable progress, fails to capture 3D reality. Additionally, there is a lack of research identifying fine-grained 3D objects, despite numerous applications, such as autonomous driving, and navigation [37, 31].

Solving vision and language tasks where we operate directly on 3D visual representations (like 3D point clouds) has seen considerable interest in recent years. The reason behind this interest is the abundance of 3D sensors like LiDARs, and it would be more plausible to operate directly on...
the 3D modality. However, modeling language to operate on real 3D scenes is significantly less explored, and despite its importance, it lacks large-scale benchmarks compared to other 3D problems. Tasks like object identification or localization in a 3D point cloud scene using natural language started to grab attention in the community. Referit3D [1] and ScanRefer [5] works provided datasets suited to these kinds of tasks. In Referit3D, the authors proposed solving the object identification task using DGCNN networks [36]. They assume that the input is object-segmented point clouds and assume that the 3D object bounding box proposals are provided. While the authors in ScanRefer [5] remove this assumption and the input to their proposed model is just the complete 3D scene point cloud. There is a follow-up by [18], where they replaced the 3D object proposals with instance segmentation masks, where each semantic mask represents a 3D object in the scene.

In this work, we mainly focus on the fine-grained object identification problem. We address the Referit3D task, choosing or identifying the target object described by one of its language descriptions (called utterances) that describe this target object in the 3D scene. Each utterance in Referit3D, Nr3D, and Sr3D datasets uniquely describes an object in the 3D scene, where each scene has at least one object of the class of interest among other objects. Such complex tasks require the model to reason about how the scene objects are arranged with respect to each other in the scene. To that end, We propose a transformer-based model that achieved the state of the art performance with significant improvement. Adopting off-the-shelf transformer models from the 2D domain can be limiting. Transformer models require a huge amount of data to perform well. For example, LXMERT [32], a transformer model for visual and language cross-modality encoder representation, is pre-trained on a set of large-scale datasets in terms of million image and text pairs. To sum up, our contributions in this paper are the following:

- We proposed 3DRefTransformer, a transformer-based network that contains uni-modal and cross-modal attention mechanisms. The model inherits a natural ability to ground the textual terms to their corresponding objects. However, due to the scarcity of data in the 3D domain, adopting transformer models from the 2D domain remains difficult.
- To alleviate the scarcity of (vision/language) datasets in a 3D domain, we propose a pairwise object spatial relation prediction loss and also adopt a contrastive learning approach to improve the performance of the model.
- To incorporate the spatial relation loss, We generate scene graphs for ScanNet [7] dataset in a synthetic way and show that it can improve the performance.

2. Related Work

Point Cloud Processing Methods. Recent works have proposed point-based methods for point cloud feature representation that can be used for 3D shape classification and semantic segmentation tasks. PointNet [27] and PointNet++ [28] are point-wise based methods. PointNet incorporates symmetric operations and shared MLP layers to generate global feature representation for the point cloud. Instead, PointNet++ uses a hierarchical feature representation of local regions to describe a point cloud. Guo et al. [11] are the first to incorporate transformer encoders to process point clouds. Since self-attention is permutation invariant to input sequences, the authors find the transformer well suited for point cloud processing.

2D Vision and Language. Significant progress has been in 2D vision, and natural language achieving strong performance on tasks ranging from image captioning [19, 35, 38, 25, 2], visual grounding [17], text-to-image generation, and visual question answering [23, 3, 30]. Recent methods tackling these tasks are based on transformer networks (e.g., [34, 32, 21, 12, 29]), demonstrating state-of-the-art performance in a variety of tasks. What drove their success in most of these methods in 2D vision and NLP is the availability of large-scale datasets. However, in natural 3D world scenes, it is challenging to incorporate transformer-based methods trivially. Hence, proper design of the 3D visiolinguistic extension in our case is critical for good results.

Language Guided 3D Object Localization. Vision and language in 3D domain have recently gained a lot of attention, and it is still considered a not well-explored area, unlike the 2D domain. Chen et al. introduced the task of localizing an object in a 3D scene using natural language [5]. The authors in [5] introduce ScanRefer dataset for such task. The input to their proposed model is a language description and a point cloud of a 3D scene. Their proposed model was based on a previous work [26], where the network first generates 3D region proposals (which are candidate objects), then the proposals’ visual features are concatenated with the language description features to compute a score for each proposal. The proposal with the highest score is the output prediction. Concurrently, Achlioptas et al. [1], propose another two datasets Referit3D Nr3D and Sr3D. These two datasets can be used to distinguish an object in a 3D scene from the others (including objects with the same class type). Chen et al. [6] introduced a captioning model for 3D objects in point cloud scenes using the ScanRefer dataset.

3. Method

Given a 3D real-world scene $S$ represented as an RGB-colored point cloud, it is segmented into a set of $M$ objects
\(O_i\) such that \(S = \{O_1, ..., O_M\}\). Also, an utterance \(U\) is provided, and it uniquely describes a target object in the scene \(S\). The goal of the model is to identify the referred target object \(O_T \in S\) by the utterance \(U\). For the model to solve this task, it should first classify the 3D objects in the scene. Then it has to learn how the objects are spatially arranged in the scene with respect to each other, i.e., context and spatial relation information is crucial for solving the task successfully.

In this paper, we investigate the effect of using a self-attention transformer encoder on the model performance. In the following subsections, we discuss our network’s architecture that achieves state-of-the-art performance on Referit3D benchmark, outperforming existing methods by 1.7% and 2.0% on Nr3D and Sr3D datasets, respectively.

### 3.1. Input Embeddings

**Object-level Embedding.** To be closer to Referit3D [1] model, we choose PointNet++ [28] for point clouds encoding. For each object point cloud \(o_i\) in the input scene \(S\) having \(M\) objects where \(S = \{o_1, ..., o_M\}\) and \(i = 1,...,M\), we encode its point cloud as a feature vector \(f_i\) where \(F = (f_1, ..., f_M)\). We then use \(F\) as the objects’ point cloud embeddings as input to the object transformer mentioned in Section. 3.2. Since the point cloud by nature has the position information, we don’t use the positional embedding that is necessary in case of language embeddings.

**Word-level Embedding.** To embed the utterance \(U\), we generate a sequence of word embedding vectors using a trainable embedding layer. We then sum each embedding vector with its positional embedding as in [34]. The resulting word embedding vectors \(\tilde{W}\) are passed to the language transformer discussed in Section. 3.2.

### 3.2. A Transformer Encoder for Each Modality

Our proposed model employs a transformer architecture for each modality, i.e., for both visual and textual data. In contrast to several contemporary approaches that also fuse different modalities with transformer blocks [32, 21, 15], firstly, we allow the tokens of each of the two modalities to self-attend only on themselves in a separate transformer encoder. Then only we allow the enhanced token representations coming out from both uni-modal transformer encoders to do cross-modal attention. Using a separate transformer encoder for each modality enables the following: In the visual transformer, each visual object first gets a better scene-aware visual representation of itself without dissipating attention weights on textual tokens. Also, it is more suitable to apply some of the auxiliary losses (i.e., Spatial Relation Loss 3.7) on the uni-modal representations than after the multi-modal transformer. The same idea applies to the utterance sequence as well. We encode the utterance words \(\tilde{W}\) using a transformer encoder to get an output sequence \(\tilde{W}\). Both uni-modal transformers have the same number of layers \(L\). The feature in each output sequence in both transformers has the same dimension \(d_h\).

### 3.3. Positional Embedding For Object Features

PointNet++ feature representation carries some information about where the object is. In addition to that, we investigate whether the positional information in PointNet++ features is sufficient by itself or not. We implemented two different types of positional embedding.

**Absolute Positional Embedding.** For each object in \(O\), we encode its bounding box centers and scales using MLP, and we add this positional embedding to the object features.

\[
P_{o_i} = f_i + MLP(bbox\_center_{o_i}, bbox\_dim_{o_i})
\]

**Relative Positional Embedding.** We compute the pair-wise distances between the bounding boxes centers of the scene objects. We incorporate them in a different way than the absolute positional embedding. Instead, we pass each pair-wise through an MLP[3,32,1] and we add the result value to the computed self-attention weights before doing the softmax in the self-attention layer. Consider the input for a self attention layer in the object transformer: queries \(Q\) of size \(Mx\dim_f\), keys \(K\) of size \(Mx\dim_f\), and values \(V\) and the pair-wise object distances are the matrix \(P\) of dimensions \(MxM\). Then the output of the self-attention layer is:

\[
A = \frac{QK^T + P}{\sqrt{\dim_f}}
\]

### 3.4. Multi-modal (MM) Transformer Encoder

After we get enhanced features from each modality transformer encoder layer, we use a multi-modal transformer to further encode both modalities together. The input sequence to this MM transformer is the union of output sequences from both uni-modal transformers \(Z = \tilde{F} \cup \tilde{W}\). To provide better interaction between the object features and the language features, We allow all the input tokens in \(Z\) to self-attend on each other. This type of MM transformers showed outstanding performance in the TextVQA problem as proposed in [15]. This kind of attention allows contrasting each object with each word in the utterance. The MM transformer is a stack of \(L\) self-attention layers. After passing the input sequence \(Z\), We obtain \(\hat{Z}\) that consists of the final feature representations for each object point cloud and language word.

The reason behind using multi-modal transformer was to form a relation between the two modalities in way that we can interpret different language descriptions over all the objects present in the scenes based on the adjectives and location-identifying words.
3.5. Contrastive Learning

We incorporated contrastive learning signals during training. Contrastive learning losses help the model better distinguish between similar language utterances and objects. For example, a (positive utterance, target object) pair should be away from other (negative utterance, distractor object) pairs. To implement such training signals, we do it in two ways:

**Target object to negative utterances** $C_{OU}$. We do a scaled cosine similarity between the target object feature and a vector containing the positive utterance in addition to sampled negative utterances in the current mini-batch. The similarity between the positive utterance and the target object should be the maximum.

$$L(u_i, y_i) = \frac{1}{N_U} \sum_{i=1}^{N} - \log \left( p_i = \frac{e^{u_i^T y_i}}{\sum_{j=1}^{K} e^{u_i^T y_j}} \right)$$ (3)

Where $N$ is number of objects in the 3D scene, and $y_i$ is a one-hot encoding that represents the target object label.

**Positive utterance to negative objects** $C_{UO}$. Similarly, we sample from the current mini-batch object features that are not referred to by the positive utterance, and we do scaled dot product between the positive utterance and a vector containing the target object feature as well as the sampled negative object features in the current mini-batch. The similarity between the positive utterance and the target object should be the maximum.

$$L(u_i, y_i) = \frac{1}{N} \sum_{i=1}^{N} - \log \left( p_i = \frac{e^{u_i^T y_i}}{\sum_{j=1}^{K} e^{u_i^T y_j}} \right)$$ (4)

Where $N$ is number of objects in the 3D scene, and $y_i$ is a one-hot encoding that represents the target object label.

3.6. Output: Object Identification

To identify the target object, we further used scaled cosine distance to compute the similarity between each object feature in $\tilde{Z}$ and a single feature $\tilde{U}$ that represents the whole utterance, where $\tilde{U}$ is the mean of all words features in $\tilde{Z}$. The scale factor $\eta$ is used as a temperature factor. We apply such an operation as we want the target object visual feature to be as close as possible to the utterance language feature.

$$Y = \eta \tilde{Z} \tilde{U}^\top$$ (5)

3.7. Training Objectives

In our experiments, we train all models from scratch in an end-to-end manner. The model was trained on 4 objective functions. The first loss $L_{ref}$ is the target object referential cross-entropy loss, which maintains that the model has a high similarity between the utterance and the target
object features. The second term $L_c$ is object classification cross-entropy loss, which operates directly on the PointNet++ [28] features. The third loss $L_t$ is a classification cross-entropy loss applied on the utterance feature forcing the language representation to learn the referred class label.

Spatial Relation Prediction. Given the input objects sequence $O$, the task of the object transformer encoder is to predict the spatial relationship for some annotated object pairs $(o_i, o_j)$. The goal of this task is to encourage the object transformer to understand the spatial relationship between the objects in the 3D scene. Having spatially aware transformers, we allow better performance in the main referential task. To achieve this, we synthesized some scenes to have the object transformer better understand the importance of spatial relations between various objects present in the scene. Synthesis of this scene was a randomized process where we place objects in the scene with one of the pre-defined spatial configurations relative to already present objects. In total, we have eight unique spatial relations $R_{spa} = \{left, right, front, back, above, below, closest, farthest\}$. During training, we pass at most 200 random sampled tuples where each tuple can be represented as $(o_i, o_j, r_{spa}^{i,j})$. $o_i$ and $o_j$ are two different objects present in the same scene $S$ and we apply the cross-entropy classification loss on the concatenated object features representations improved by the object transformer.

$$L_{spa} = \text{crossentropy}(\text{MLP}([o_i, o_j], r_{spa}^{i,j}))$$

(6)

To sum up, in Equation. 7, we show the weighted sum of the four loss terms used during training. Empirically, we set $\gamma = 3.3$ using the performance on the validation set.

$$L = L_{ref} + \frac{1}{2}(L_{CV} + L_{CO}) + \frac{1}{2}(L_c + L_t) + \gamma L_{spa}$$

4. Experiments

4.1. Datasets

We focus mainly on Referit3D problem that emphasizes on distinguishing a target object among its same-class distractors and other objects in a 3D scene. We evaluate our model on the Referit3D Nr3D and Sr3D datasets and compare it with the state-of-the-art models.

Nr3D dataset. It consists of 41.5k human utterances covering 76 fine-grained object classes. Each utterance uniquely describes a target object in a 3D ScanNet Scene.

Sr3D dataset. It consists of 83.5k template-based synthesized utterances.

Train/Val Splits. We use the same train/val splits as in Referit3D[1].

4.2. Implementation Details

Each transformer module in our model consists of two transformer layers. While positional embedding is essential when encoding sequential linguistic inputs using a transformer model, it is not necessary for point cloud representation. Point cloud representation of 3D objects is naturally defined as a set where each feature $f$ is a vector holding the spatial position of the object. Hence, we do not need to apply positional encoding for point cloud objects. In section 4.3, we ablate the performance when using different positional embeddings.

Following [1], for each training example (utterance, ScanNet [7] scene objects), we consider at most 52 objects per scene during training. During testing, we consider at most 89 objects per scene. In both training and testing, we sample 1024 points from every object’s point cloud.

The language random embedding for the input utterance has a dimensionality of 128. Similarly, the dimension of the hidden features, the language token embedding (PointNet++), and the objects’ feature dimension are all set to 128. Empirically, the scale factor in the normalized scaled cosine similarity is 3.3. We refer the reader to the supplementary material for further ablation on trying different values of this scale factor.

Optimizer. During training, we used an Nvidia V100 GPU with a batch size of 16 and a base learning rate of 0.0005 with an ADAM optimizer for 60 epochs. We incorporated a learning rate scheduler where the learning rate is reduced to 0.65 of its value when the validation accuracy does not increase for five consecutive epochs. For all the transformer encoders, we used the rezero normalization trick mentioned in [4] as it was empirically better than layer-norm.

4.3. Ablation Studies

We compare our proposed model to the current SOTA methods. In Table 1, we show that our model outperforms other approaches. Our model significantly outperforms the current state-of-the-art. In Referit3DNet [1], their proposed model uses DGCNN [36] network, which struggles to understand the spatial relations of objects in the scene without some additional guidance. DGCNN also struggles to contrast between different objects due to the following reason. At each DGCNN [36] graph layer, the neighborhood is computed dynamically based on the top $K$ nearest neighbors in the latent space. Hence, most of the time, the neighborhood of each object feature in the first graph layers will be its same-class distractors features. This behavior will make it difficult for the later graph networks to understand the context between the objects in the scene.

We show that our model outperforms other models in hard contexts. Hard contexts mean that the scene has more than one object of the same class as the target object. Also,
our model outperforms the others in view independent contexts. View independent contexts mean that in order to find the target object, you do not need to be looking from a certain view. For example, “Facing the couch, the nightstand on your left”. This performance in hard and view independent contexts suggests that our model is more capable of understanding the spatial relationships between objects and is better at contrasting hard distractors of the same class as the target object.

**Contrastive Training** The available datasets’ size is still too small compared to the large-scale datasets in the 2D domain. To alleviate such limited availability of the data, we investigate the effect of contrastive learning. Table. 1 shows the gain in performance in every type of context by incorporating the contrastive loss. The most significant improvement is in the hard contexts. By moving away from the feature representation of both the target visual object and target utterance from their distractor objects and negative utterances, the model learns how to better determine the target object among its distractors.

**Object Positional Embeddings** We investigate the effect of incorporating different positional embeddings to objects’ point cloud features. We want to see how much PointNet++ can convey such positional information. We tried different experiments: (a) we do not add any extra positional information to the object features, (b) adding relative positional embeddings as mentioned in section mention section, (c) adding absolute positional embeddings, and (d) adding both relative and absolute positional embeddings. Table 2, we find that PointNet features carry positional information by themselves, and adding relative positional embedding hurt the performance a bit, especially in the view-dependent scenes. This finding may appear counterintuitive. However, we argue that self-attention can find more representative positional embedding without explicitly adding basic relative positional embeddings.

**Spatial Relation Loss** To show the effect of introducing this loss term, we carried two experiments on a variant of our model with/without using the spatial loss. As shown in Table. 4. The model performs better by encouraging to learn such object pair-wise relations, especially in the hard and view-dependent contexts. Such contexts require a better understanding of how same-class distractor objects are placed in the scene. On the other hand, the spatial relations data used as ground truth are generated using code, this data is noisy and not covering all the possible relations, and we believe it is why it did not cause a significant boost in the model performance.

<table>
<thead>
<tr>
<th>Positional Embedding</th>
<th>Overall</th>
<th>VD</th>
<th>VID</th>
<th>Easy</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>38.3% ± 0.4%</td>
<td>34.5% ± 0.3%</td>
<td>40.2% ± 0.5%</td>
<td>45.2% ± 0.3%</td>
<td>31.7% ± 0.5%</td>
</tr>
<tr>
<td>✓</td>
<td>38.7% ± 0.3%</td>
<td>33.9% ± 0.3%</td>
<td>41.0% ± 0.3%</td>
<td>45.8% ± 0.4%</td>
<td>31.8% ± 0.3%</td>
</tr>
<tr>
<td>✓ ✓</td>
<td>38.0% ± 0.2%</td>
<td>32.8% ± 0.3%</td>
<td>40.5% ± 0.3%</td>
<td>45.6% ± 0.4%</td>
<td>30.6% ± 0.4%</td>
</tr>
<tr>
<td>✓ ✓ ✓</td>
<td>38.2% ± 0.2%</td>
<td>33.3% ± 0.3%</td>
<td>40.5% ± 0.2%</td>
<td>46.0% ± 0.5%</td>
<td>30.6% ± 0.3%</td>
</tr>
</tbody>
</table>

Table 2. The effect of adding absolute or relative positional embeddings to the object PointNet++ features on a model variant (trained without contrastive learning losses). The results suggests that PointNet++ conveys the positional information, However, adding explicitly absolute positional embeddings slightly improves the performance.
Table 4. Contrast between using spatial loss or without spatial loss: Using the spatial loss helps especially in hard contexts and view independent contexts.

<table>
<thead>
<tr>
<th></th>
<th>Overall</th>
<th>VD</th>
<th>VID</th>
<th>Easy</th>
<th>Hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o $L_{spa}$</td>
<td>37.5% ± 0.2%</td>
<td>33.1% ± 0.2%</td>
<td>39.6% ± 0.4%</td>
<td>39.9% ± 0.3%</td>
<td>29.5% ± 0.3%</td>
</tr>
<tr>
<td>w/ $L_{spa}$</td>
<td>38.2% ± 0.2%</td>
<td>33.3% ± 0.3%</td>
<td>40.5% ± 0.2%</td>
<td>46.0% ± 0.5%</td>
<td>30.6% ± 0.3%</td>
</tr>
</tbody>
</table>

4.4. Qualitative Results

We have provided some qualitative examples in Figure 3 from our best performing model. We observe that our model can successfully and accurately describe the spatial relations among different objects from the scene. It can also distinguish between the objects. For example, “The middle cup in the corner”. It could distinguish the referring cup from other similar cups and point out its position. We also demonstrate the object grounding examples in Figure 5. We show an example of our method’s grounding ability. The query text is “The lamp next to the window”, and our model can locate it with high confidence while maintaining attention on relevant words in the utterance. In Figure 4, we show some challenging examples predicted successfully by our methods, compared to Referit3DNet predictions which are less accurate. For more qualitative results, please refer to the supplementary.

Figure 3. Successful qualitative examples from our best performing method. Green means the prediction and ground truth. Red represents same-class distractor objects. Our method outperforms other methods in the hard contexts.
5. Conclusion

Identifying fine-grained 3D objects in real-world scenes based on their textual query descriptions is a challenging task that requires building both context-aware visual representations that are robust to distractions and fuse them with the textual representation of a query. In this paper, we presented 3DRefTransformer model, which employs Transformer blocks to better encode context information into visual representations for better discrimination between a target 3D object and possible distractors. Our empirical results demonstrate that the proposed architecture shows significant improvement over the baselines in the overall performance. However, we are still far below the level of human performance, and our qualitative analysis shows that the model can be confused in relatively simple cases. We also did several ablation experiments and demonstrated that self-attention alone is insufficient to obtain competitive performance on this problem.
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