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Abstract

Just like other few-shot learning problems, few-shot seg-
mentation aims to minimize the need for manual annotation,
which is particularly costly in segmentation tasks. Even
though the few-shot setting reduces this cost for novel test
classes, there is still a need to annotate the training data. To
alleviate this need, we propose a self-supervised training
approach for learning few-shot segmentation models. We
first use unsupervised saliency estimation to obtain pseudo-
masks on images. We then train a simple prototype based
model over different splits of pseudo masks and augmen-
tations of images. Our extensive experiments show that the
proposed approach achieves promising results, highlighting
the potential of self-supervised training. To the best of our
knowledge this is the first work that addresses unsupervised
few-shot segmentation problem on natural images.

1. Introduction
Semantic segmentation is the task of assigning labels

to pixels of a given image. There has been tremendous
progress in semantic segmentation with the developments
in architectures [40, 25, 37, 23, 3, 55]. However, these ap-
proaches typically require large amounts of training data for
each class of interest to achieve accurate results. The man-
ual effort needed for collecting segmentation annotations
greatly limits the scalability of such supervised approaches.

Aiming to mimic the human ability to recognize and seg-
ment novel object classes with just a few examples, few-
shot semantic segmentation has gained popularity over the
past few years. In contrast to supervised approaches, few-
shot semantic segmentation (FSS) aims to estimate the mask
for an input image, i.e. the query image, with the help of just
a few training images and their groundtruth masks, i.e. the
support samples.

*Equal contribution. Listing order is random.
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Figure 1: Illustration of the proposed self-supervised meta-
learning framework. We split saliency masks to create ar-
tificial support and query training pairs, using which we
train the few-shot segmentation model. Thanks to this self-
supervised learning setup, no manual segmentation annota-
tions are needed during training.

The recent work on FSS focuses on modeling one-to-
one correspondence between support and query pixels to
create correlation scores [27, 44, 53]. Another line of re-
search is learning class prototypes to be used in deciding
whether each pixel belongs to the object or the background
[49, 22, 52, 42, 54, 45, 41]. To build models that are trained
to generalize over few training samples, recent work widely
adopts the meta learning paradigm [27, 44, 53, 49, 22, 52,
42, 54, 45] . In meta learning, the main idea is to create
a series of tasks based on the training set simulating the
few-shot segmentation problem and train the meta model
over these tasks. As an alternative, it has also been recently
shown that carefully designed transductive inference mech-
anisms combined with simple pretraining and fine-tuning
strategies can yield state-of-the-art results without involv-
ing meta learning procedures [1].

Even though the few-shot setting enables the models to
make predictions for the new classes of objects with just a
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few annotated images, these models still need to be trained
on a large number of base training classes to achieve strong
few-shot generalization. Thus, just like the fully-supervised
approaches, these models still rely on large amounts of
training examples for training the meta model (or pretrain-
ing the base model). As a result, even the few-shot learning
approaches end up being practically limited due to the dif-
ficulties of collecting rich segmentation training data sets.
Since a meta (base) few-shot segmentation model is effec-
tively a deep segmentation architecture, the limitations in
base training data is likely to affect the generalization abili-
ties of the learned meta model to a great extent.

To study ways to reduce the annotation dependency, we
explore the problem of self-supervised learning of few-shot
segmentation models. The goal is to learn a class-agnostic
meta model without using any segmentation annotations
during training. Once the self-supervised meta model is
learned, the segmentation model of a novel class is obtained
on-the-fly using a single sample, just as in standard FSS.
Since meta model learning requires no manual annotations,
such an approach, in theory, can allow leveraging arbitrar-
ily large-scale and rich unlabelled image collections. With
a similar motivation, a self-supervised FSS approach for
medical images is first proposed by [33]. We generalize
the problem to natural images with complex scenes.

In order to by-pass the dependency on supervised
segmentation data for the base classes and realize self-
supervised meta-learning for FSS, we propose a saliency-
based scheme for creating a training pair from each training
image. More specifically, we create episodic training tasks
by (i) estimating an unsupervised saliency mask at each im-
age, (ii) splitting the mask stochastically into two parts, and
(iii) treating the splitted mask pairs, after image augmenta-
tions, as support and query pairs for training the FSS model.
The combination of mask splitting and strong augmenta-
tions effectively create challenging one-shot segmentation
tasks. Figure 1 illustrates the proposed approach.

There has been significant progress in self-supervised
learning over the past few years [20, 4, 5, 31, 8, 34, 21,
28]. In particular, contemporary methods obtain represen-
tations that are competitive with their supervised counter-
parts when applied to recognition tasks such as image clas-
sification, object detection or semantic segmentation. In
contrast, in this paper we learn the few-shot segmentation
model itself in a self-supervised manner, and to the best of
our knowledge, ours is the first one in this direction for nat-
ural images.

We conduct extensive experiments on the widely used
FSS benchmarks based on the MS-COCO [24] and PAS-
CAL [10]. We also present a detailed ablative study, where
we experimentally analyze the model over a variety of su-
pervision settings and model component configurations.

In the remainder of the paper, we first present an

overview of the recent developments on (few-shot) seman-
tic segmentation and self supervised learning. We then ex-
plain our proposed method, which consists of the problem
setup, the novel self-supervised training procedure and the
architecture of our FSS network. Finally, we present a de-
tailed experimental analysis of the proposed framework and
conclude the paper.

2. Related work

Fully-supervised & few-shot semantic segmentation. In
fully-supervised semantic segmentation, a central challenge
is obtaining high-resolution segmentation results by effi-
ciently modeling both contextual and local information. To
incorporate the contextual information efficiently, [2, 50]
introduce dilated convolution, which allows the enlarge-
ment of the receptive field of a convolutional kernel, without
increasing the number of trainable parameters. To tackle the
same problem, pooling mechanisms, such as global aver-
age pooling [25], pyramid pooling module [57], and atrous
spatial pyramid pooling [2], also offer powerful model-
ing tools. Encoder-decoder like architectures are similarly
widely used to design efficient and effective semantic seg-
mentation networks, e.g. [40, 37, 13, 23, 3]. Attention
mechanisms are also used to improve long range interac-
tions across regions, e.g. [58, 55, 56, 12, 17].

For few-shot segmentation, the pioneering work of [39]
proposes a two-branch solution where the conditioning
branch predicts the task parameters using the support set,
and then these parameters guide the segmentation branch in
predicting pixel-wise labels. Follow-up works can be cate-
gorized as prototype-based, graph-based and meta-learning
free approaches. In prototype-based approaches, the aim
is to obtain features from support examples that summa-
rize classes with pooling and those support features are
typically matched with query features via a distance met-
ric [9, 45, 48, 54, 36]. In order to create stronger con-
nections between the support and query features, graph-
based approaches [53] [44] [46] are also used. Since most
prototype-based approaches rely on global average pool-
ing, the aim of graph based approaches is to establish
more local-to-local connections between the support and
query features. Another approach with the same objective
is [47] where a memory network is trained with different
query feature resolutions. In contrast to these meta-learning
approaches, [1] first trains a segmentation representation
over the base classes using supervised training, and then
uses transductively regularized fine-tuning to obtain task-
specific models.

Self-supervised learning. Self-supervised learning focuses
on extracting supervision from the structure of data. Re-
cently, it has been shown that high-level semantic visual
representations can be successfully learned by using self-
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supervision and directly used in downstream tasks such as
classification, detection and segmentation tasks [20, 4, 5].
Some pretext tasks for self-supervision involve solving jig-
saw puzzles [31, 8], rotation prediction [20], emptied pixel
prediction [34], and order prediction [21, 28].

Self-supervision based training signals have recently
been used to improve FSS models. In particular, [59] pro-
poses to get more refined support features by using self-
supervision on support images through inner gradient op-
timization. [52] similarly aims to obtain improved support
features with self-supervision over the support masks. Our
work fundamentally differs from both of these approaches
as we aim to formulate a purely self-supervised approach
to learn the meta-model in an unsupervised manner, as op-
posed to defining an auxiliary self-supervised training loss
to improve the model in a traditional FSS setting.

A related problem is unsupervised semantic segmen-
tation, where the goal is to cluster pixels across images
into semantic semantic groups. This problem has recently
been tackled using end-to-end [18, 32], and two-staged ap-
proaches [43]. Our work fundamentally differs in terms of
both the problem definition and the overall approach. First,
instead of unsupervisedly learning a segmentation model of
a fixed number of classes, we aim to learn a class-agnostic
meta model that can synthesize semantic segmentation of
an arbitrary novel class based on a single training example,
in an unsupervised manner. Second, as opposed to the clus-
tering based approaches in unsupervised semantic segmen-
tation, our approach relies on episodic meta-learning over
self-supervisedly generated pseudo-groundtruths.

Finally, we should note that few works have recently ex-
plored self-supervised meta-learning in a few-shot classifi-
cation context: [16] and [19] proposes clustering (and aug-
mentation) based task creation schemes for learning few-
shot classification models. To the best of our knowledge,
ours is the first work to propose and study self-supervised
learning of a few-shot segmentation model.

3. Method

In this section, we first formally define the self-
supervised few-shot segmentation problem, and then the
proposed training methodology. Finally, we define our net-
work architecture realizing the proposed approach.

3.1. Preliminaries and problem definition

Traditional few-shot segmentation. The ultimate goal of
few-shot segmentation is to obtain a meta model that can
yield an accurate segmentation model of a novel class, given
just one or few samples for the novel class. In the stan-
dard FSS scenario, the FSS model itself is meta-learned (or
pretrained) over a supervised training set Dtrain over classes
Ctrain, and evaluated over a test set Dtest over classes Ctest.

Since the goal is to learn an FSS model that generalizes well
to novel classes, Dtrain and Dtest consists of distinct classes,
i.e. Ctest ∩ Ctrain = ∅. In these data sets, each example
corresponds to a triplet (x,m, y) where x is the image, m
is the groundtruth binary mask and y is the class label cor-
responding to the mask.

Episodic training. Meta-learning of an FSS model is typ-
ically formulated in terms of episodic training. In episodic
training, the meta model is trained over a series of train-
ing batches consisting of support set S and query set Q ex-
amples, sampled from Dtrain. On each query example with
some class y, the corresponding binary mask is estimated
using the meta model according to the support samples pro-
vided for the same class. The meta model is iteratively up-
dated over the episodes to minimize a semantic segmenta-
tion loss, e.g. pixel-wise cross entropy loss, evaluated on
the query samples. Once the training is over, the model is
tested by sampling random episodes from Dtest, where the
groundtruth masks for the support samples of novel classes
are provided as one(few)-shot guidance to the meta model
and those of the query samples are used only for evaluating
the resulting FSS outputs on the corresponding queries.

Self-supervised few-shot segmentation. We now define
the self-supervised few-shot segmentation problem, using
the same notation as above. Similar to the standard FSS
problem, in self-supervised FSS, we are given datasets
Dtrain and Dtest. Unlike standard FSS, however, here
Dtrain consists of only unlabeled images, with no masks or
class labels. Therefore, it is not immediately clear how to
define an episodic training procedure, as we can neither pro-
vide support samples with class-specific masks, nor sam-
ple support and query image pairs from Dtrain such that the
support and query images are known to belong to the same
class. Once the model is trained, we use the same evalua-
tion protocol of standard FSS to evaluate the learned meta
model on large number of few-shot segmentation tasks.

In this work, we intentionally focus on the one-shot seg-
mentation problem to study the problem isolated from the
orthogonal concerns regarding the fusion of guidance pro-
vided by multiple support samples during evaluation.

3.2. Proposed approach

Saliency-driven self-supervised training. As explained
above, in the proposed self-supervised FSS problem, the
training set lacks masks and labels. To address the first
problem, i.e. the lack of groundtruth masks, we propose
to use unsupervised saliency to define pseudo groundtruth
masks. For this purpose, we adapt the saliency mask
estimation approach used in [43]: we train an unsuper-
vised saliency model on the MSRA dataset [7] using the
DeepUSPS approach [29]. We then train a BAS-NET
model [35] from scratch using the saliency estimations
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Figure 2: Augmentation samples. The first column show
the original images and the remaining four columns contain
images with different augmentations.

given by the unsupervised saliency model. Then BAS-NET
model trained on pseudo-masks is used to obtain object
mask proposals from Pascal and COCO datasets.

While the use of unsupervised saliency estimates pro-
vides an alternative to manual groundtruth masks, it still
does not address the second main problem, i.e. the lack of
class labels in Dtrain, which are also required to form same
class support and query pairs. To remedy this problem, we
propose to create support and query pairs from each individ-
ual image, by adapting contemporary self-supervised repre-
sentation learning practices and leveraging the spatial na-
ture of the segmentation task.

More specifically, to define an episode from a single
image, we need to create distinct support and query
samples. To achieve this, we propose to first apply a set
of random augmentations twice to each training image.
To this end, we adapt the augmentations used in the
SimCLR [4], and utilize the grayscale, color
jitter, horizontal flip, vertical flip,
rotate and random resize augmentations. We
emphasize again that while the SimCLR method aims to
learn a global image representation based on contrastive
learning over augmented image patches, our goal is to
episodically meta-learn a one-shot segmentation model
by forming support and query pairs that differ significant
enough from each other. As can be observed in Figure 2,
the utilized augmentations are able to produce a wide range
of variants of a single image.

While augmentations are effectively used in self-
supervised learning of image-wide representations, here we
target a more structured and arguably detailed task, i.e. to
learn the few-shot learning meta-model for producing pix-

Figure 3: Splitting samples. The images on the first column
are original input images and the remaining three columns
contain images that demonstrate Vsplit, Hsplit with slope
and Vsplit with slope splits overlaid, respectively.

elwise predictions. Hence, we seek for more powerful ways
to construct training pairs. For this purpose, we propose a
method that we call MaskSplit in general. The main idea is
rooted in the observation that different parts of a single ob-
ject visually differ significantly. Based on this insight, we
propose to split each saliency mask approximately in half,
randomly treat one side as the support foreground mask and
the other side as the query foreground mask. By using these
masks over the separately augmented versions of an image,
we effectively construct support and query pairs, and by
using these pairs episodic training can be formed with no
groundtruth masks or class labels (Figure 1).

We consider three main variants of the MaskSplit
framework: vertical splitting (Vsplit), horizontal splitting
(Hsplit), and their combination (MixedSplit). To avoid po-
tential unwanted biases caused by always using axis-aligned
mask splits, we split masks along an oriented line. We re-
fer to the basic axis-aligned versions of these schemes as
splitting without slope. We present visual examples cor-
responding to Vsplit without slope, Hsplit with slope and
Vsplit with slope in Figure 3, and provide more technical
details in the following paragraphs.

Vsplit. To divide images in half using Vsplit, we find the
line l0 parallel to y-axis of the image such that l0 divides the
foreground pixels in half. We then assign right side to be
the support’s foreground and the left side to be the query’s
foreground. To obtain more and different combinations of
this splitting procedure we propose alternating vertical split
with slope. Here, alternating means that randomly assign-
ing left or right side of saliency mask to support and query
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Figure 4: Architecture of our prototype based network, trained with the proposed self-supervised meta-learning approach.

instead of assigning them to same-side in every episode. In
order to split the foreground with slope, we shift the line by
a number of pixels on both top of the image and the bot-
tom of the image. The shift operation is done in opposite
directions for the top and bottom intersection of the image
with the line. The default shift range is (−40, 40) in our
experiments.

Hsplit and MixedSplit. We also perform experiments with
horizontal splitting with slope, where we find the line l0 par-
allel to x-axis instead of y-axis. The remaining procedure is
the same as in Vsplit. In MixedSplit, we apply Vsplit to the
fifty percent of the episodes and apply Hsplit to the rest.

An important implementation detail is the definition of
areas over which the loss function is evaluated. More
specifically, it shall be observed that part of the non-
foreground region in a query image corresponds to the sup-
port pixels. Therefore, a naive implementation of the query
loss might enforce negative predictions over those support
pixels on the query image. To avoid this problem, we ig-
nore the query pixels corresponding to the support area by
not calculating the loss function in those background pixels.

3.3. Network architecture

We define a simple prototype-based model inspired
from the FSS architecture of [54] to explore different self-
supervised strategies. Our network consists of three parts, a
backbone network to extract features from query and sup-
port images, a mixing module where support and query
features are mixed together, and an upsampling network
where the mixed features are used to predict the segmenta-
tion mask. Figure 4 illustrates the structure of our network.

Backbone. We use ResNet-101 [15] as our backbone to ex-

tract features from query and support images. ResNet-101
consists of 4 main blocks that are composed of several con-
volutional layers. It has been shown that in the first layers
of a ConvNet, the model focuses on low-level geometrical
features, whereas final layers focus on higher-level seman-
tic features [51]. In our work, we want to take advantage
of both geometric and semantic cues by using all blocks,
except block1. Normally, after each block, the spatial reso-
lution is decreased by strided convolutions. To preserve the
spatial resolution we use dilated convolutions [2] instead of
strided convolutions after block2 so that all feature maps af-
ter block2 has a fixed size of 1/8 of the original image. To
be able to compare to the existing work on FSS, we use a
backbone model pretrained on the ImageNet dataset [38].

Mixing module. To mix different levels of cues we propose
a feature mixing module to both mix semantic and geomet-
ric features and shape the query features for the prediction
using support prototype. The mixing module consists of
two sub-modules: projection module to project channel di-
mensions of different level of features onto a fixed chan-
nel size and shared convolution module to mix support-
aware query features. There are three projection layers for
each block, respectively block2, block3, block4. After both
query and support features are projected onto a fixed chan-
nel dimension, for each different feature level, the query
features are concatenated with their corresponding global-
average pooled support prototypes. Then all these different
levels are concatenated into a feature map and passed onto a
shared convolution layer. The output of this module is used
by the upsampling module to make predictions.

Upsampling Module. We use a simple upsampling module
to decode support-aware query features into a segmentation
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mask. It consists of 4 blocks, the first 3 blocks composed of
2 convolutional layers and a bilinear upsampling operation.
The last block is composed of one 3×3 convolutional layer
followed by a 1× 1 convolutional layer.

4. Experiments

Datasets. To evaluate our approach, we use two standard
few-shot semantic segmentation datasets: PASCAL-5i and
COCO-20i. Pascal-5i dataset is proposed in OSLSM [39]
and is based on a combination of PASCAL VOC 2012 [10],
and the extra annotations from [14]. This dataset contains
20 classes that are evenly divided into four folds. In the
literature, for each fold i, the other three folds are used to
train the model, and fold i is used as the target fold. How-
ever, in the case of unsupervised meta learning, it is not
necessary to divide the images into groups based on their
class information. We can utilize the entire training data
without any class information to learn our self-supervised
representation. Since the training relies only on unsuper-
vised extraction of saliency maps, this enables us to use the
images from all folds to train our model. We evaluate our
model with and without fold-specific training.

The second dataset, COCO-20i, is proposed by FWB
[30] and is based on COCO dataset [24]. This dataset con-
sists of 80 classes, divided evenly into four folds. Our re-
sults for this dataset are obtained by unsupervised train-
ing on images from all folds. For both datasets, we use
mean intersection-over-union (mIoU) and report one-shot
segmentation results in all experiments.

Implementation Details. For the backbone net-
work we use ResNet-101. We extract features from
block2, block3, block4, and then these features are passed
onto the mixing module to mix query and support features
at different levels. Both query and support images are re-
sized to a fixed spatial size of 400×400 and features ex-
tracted from the ResNet-101 backbone have a fixed size of
50×50. The overall architecture is implemented in PyTorch
and PyTorch-Lightning. We use Adam optimizer with a
learning rate of 10−4 and weight decay 10−5 with pixel-
wise cross-entropy loss. All layers of ResNet-101 are kept
frozen. We train each model for 100 epochs on PASCAL
dataset and 20 epochs on COCO dataset with a batch size
of 16, on a single Nvidia V100 GPU. To test the models, we
use 5 runs with 2500 tasks each.

4.1. Ablation Study

We first conduct extensive ablative studies to understand
the effects of major components of our approach such as
Alternate, Slope, Vsplit and Aug, on the Pascal-5i

dataset. We also experiment with different splitting tech-
niques Hsplit, MixedSplit and also with no split. Fi-
nally, we show the results of different supervision levels.

MaskSplit variants. Here, we look at the effect of dif-
ferent components of our approach. These components
are augmentations (denoted with aug), slope (denoted with
slope), alternating support and query sides (denoted with
alternate), probability of applying the split (denoted
with prob), the type of split (vertical split Vsplit or hor-
izontal split Hsplit). When splits are are applied with
0.3 probability, we apply MaskSplit 30 percent of the time
for the given configuration, and for the remaining, we only
apply augmentations and use the saliency mask as both sup-
port’s and query’s foreground.

The results are summarized in Table 1. The first row of
Table 1 corresponds to the case when SimCLR [4] augmen-
tations are used together with our base prototype network.
This self-supervised version, makes use of only the Sim-
CLR augmentations instead of MaskSplit based training.
This yields a mIoU of 48.6 on average. When we do not
use any augmentations, but use the Vsplit, we see that the
average mIOU score is 47.8. When Vsplit is used together
with the augmentations (using aug, slope, alternate
components), we achieve a average mIoU of 53.0. This
proves that augmentations are necessary to create visually
different query and support examples, and including differ-
ent augmentations within the self-supervised learning pro-
cedure enhances the training quite significantly. This signif-
icant performance increase from 48.6 to 53.0 also indicates
that proposed splitting mechanism is effective for the self-
supervised segmentation task.

We also observe in Table 1 that removing slope option
causes the mIoU to drop by 2 points, which means that slope
improves the possibility of creating variety of segments in
episodes. Making Vsplit probabilistic reduces mIoU ap-
proximately one percent. mIoU scores show that applying
Vsplit only thirty percent of the time is also effective, if not
as effective as applying it all the time.

Lastly, removing the alternate option yields only 0.3
point reduction in average mIoU. Here, applying augmen-
tations probably render the sides of the splits to be different
enough at each episode. Therefore, not alternating between
sides does not seem to have a major effect; nevertheless, it
still is a useful part of the procedure.

Different Split Techniques. Table 1 also presents the re-
sults with using different split techniques. When no split
is used, there is a decrease of almost 4.5 percent in mIoU.
This result highlights that proposed splitting procedure adds
significant recognition power to the self-supervised pro-
cess. The comparison between results of Hsplit and
Vsplit show that the positioning of objects in the im-
ages are most appropriate to be used with Vsplit. For the
rest of the experiments, we use MaskSplit with Vsplit,
aug,slope,alternate options, which achieves the
best performance in these ablation studies.
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aug slope alternate Vsplit Hsplit prob 50 51 52 53 mean
X 0.0 51.5 51.1 52.1 40.0 48.6

X X X 1.0 50.7 50.1 49.7 40.8 47.8
X X X 1.0 53.2 54.5 54.0 42.4 51.0
X X X X 1.0 54.9 55.9 54.7 43.9 52.3
X X X X X 1.0 54.5 55.5 52.5 42.7 51.3
X X X 1.0 53.7 57.1 55.4 44.7 52.7
X X X X 0.3 54.4 54.2 55.4 43.7 51.9
X X X X 1.0 54.1 57.1 54.9 46.1 53.0

Table 1: Ablation study of our proposed MaskSplit framework. We report the mIoU scores achieved by different variants of
our model on the PASCAL dataset. Prob stands for the probability of applying the selected image splitting method.

supervision mask source train 50 51 52 53 avg
Self-sup. groundtruth fold 49.4 52.8 40.6 37.6 45.1
Self-sup. saliency fold 51.5 55.2 52.5 44.4 50.9
Supervised groundtruth fold 54.9 65.4 47.9 42.2 52.6
Self-sup. saliency all 54.1 57.1 54.9 46.1 53.0
Self-sup. groundtruth all 59.0 59.0 62.5 49.0 57.3

Table 2: Comparison of different supervision levels and ef-
fect of using fold-based training vs all train set training us-
ing the PASCAL dataset. For supervised, we use our base
prototype model trained in the standard supervised few-shot
setting, using the groundtruth masks from the training folds.

Different Supervision Levels. We conduct further experi-
ments to see the effect of using different supervision levels
and different amount of training data. The first two rows
of Table 2 compare the results of MaskSplit using regu-
lar fold-based training; i.e. using groundtruth masks dur-
ing training vs masks obtained in the unsupervised fashion
using saliency. Since the number of training images is rel-
atively low in fold-based training, using groundtruth masks
only is limiting the context information learned for the self-
supervised learner. On the contrary, saliency maps could
also include objects that are not in the groundtruth masks.
As a result, self-supervised learning appears to be positively
affected by the increased variety.

For the supervised counterpart, we train our base proto-
type network using traditional fold-based few-shot seman-
tic segmentation setting. We observe that this supervised
training of the model yields less superior results compared
to the self-supervised version that is trained over the en-
tire set of training images (52.6 mIoU vs 53.0 mIoU). The
self-supervised nature of training enables us to use all the
training images, and this leads to a better learning of seg-
mentation in an unsupervised way.

The last row of Table 2 shows the oracle results of our
model, which uses ground truth segmentation maps instead
of masks extracted by unsupervised saliency model. This
gives us a upper limit on the performance of our proposed
framework. The results demonstrate that when we use
groundtruth masks instead of saliency, 57.3 percent mIoU
score can be achieved.

Method 50 51 52 53 avg
Supervised meta-learning (upper-bounds) with ResNet50
PANet [45] 44.0 57.5 50.8 44.0 49.1
PGNet [53] 56.0 66.9 50.6 50.4 56.0
PFENet [42] 61.7 69.5 55.4 56.3 60.8
SCL(PFENet) [52] 63.0 70.0 56.5 57.7 61.8
RePRI [1] 59.8 68.3 62.1 48.5 59.7
SAGNN [46] 64.7 69.6 57.0 57.2 62.1
CMN [47] 64.3 70.0 57.4 59.4 62.8
Supervised meta-learning (upper-bounds) with ResNet101
FWB [30] 51.3 64.5 56.7 52.2 56.2
PPNet [26] 52.7 62.8 57.4 47.7 55.2
DAN [44] 54.7 68.6 57.8 51.6 58.2
MLC [49] 60.8 71.3 61.5 56.9 62.6
HSNet [27] 67.3 72.3 62.0 63.1 66.2

Unsupervised approaches
Saliency* [43] 51.5 49.1 48.1 39.0 46.9
MaskContrast* [43] 53.6 50.7 50.7 39.9 48.7
Ours 54.1 57.1 54.8 46.1 53.0

Table 3: mIoU scores produced by our method on PASCAL
dataset in comparison with two unsupervised approaches
and the supervised state-of-the-art few-shot semantic seg-
mentation models. (*) corresponds to the results acquired
by adapting the methods to FSS evaluation.

4.2. Comparison to existing work

On Table 3 and Table 4 we compare our approach with
the state-of-the-art supervised few-shot segmentation and
unsupervised semantic segmentation approaches. The su-
pervised state-of-the-art models are trained on the usual
fold-based training using groundtruth segmentation masks,
whereas unsupervised models are trained using all the train-
ing images with no groundtruth.

In the bottom part of Table 3, we present comparisons
to the unsupervised semantic segmentation methods. First
is unsupervised saliency, for which we use the version that
is optimized by [43]. In evaluation, for each test episode,
we take the IoU of the proposed saliency mask with the
ground truth. Second unsupervised approach is the re-
cent state-of-the-art unsupervised semantic segmentation
method, namely MaskContrast [43]. We use the publicly
available model, which was initialized using MoCo v2 [6].
To obtain the few-shot results, we take the masks produced
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after the k-means clustering. These masks contain clus-
ter assignments instead of ground truth classes. [43] use
the Hungarian matching algorithm to match ground truth
classes with cluster assignments. However, this is not di-
rectly comparable with unsupervised few-shot segmenta-
tion methods, since the Hungarian matching algorithm re-
quires the use of ground truth masks of validation set im-
ages. Additionally, episode creation in few-shot segmen-
tation causes a different test set distribution. In order to
make all methods directly comparable, we experiment with
two different settings: (i) For each episode, we compare
the cluster assignments in query and support masks. If they
match, we take the IoU of the mask and the ground truth.
This first evaluation yields 25.9 mIoU. (ii) For each episode,
we take the IoU of the mask and the ground truth without re-
quiring cluster assignments in support and query to match.
This second evaluation results in a mIoU of 48.7. We use
this second favorable result for comparison. According to
the results in Table 3, our model outperforms both baselines
by at least a margin of 4% on Pascal-5i dataset.

The comparisons to supervised approaches in Table 3
show that the proposed self-supervised approach performs
comparable to several recent supervised approaches, and
the performance gap against the state-of-the-art is arguably
not drastic. The results highlight the potential of the self-
supervised learning of FSS models.

In Table 4, we also compare our model with a baseline
model and state-of-the-art few-shot segmentation models on
COCO-20i. We do not report any result for MaskContrast,
since there is not a publicly available model that is trained
on COCO dataset. Our model is again able to outperform
the saliency method, yet the performance increase is rela-
tively lower. We think that this is due to the larger amount
of noise in the generated saliency masks on COCO images.

We have also tried to adapt the self-supervised super-
pixel based training strategy from [33], originally proposed
for medical images. At each training image, we extract
super-pixels via [11], randomly select a super-pixel, and ap-
ply augmentations using our pipeline to obtain query and
support regions. Despite our efforts, however, we have not
been able to get a meaningful baseline in our setting.

In Figure 5, we present some qualitative results that
demonstrate the challenges of the task and overall success
of the proposed MaskSplit approach.These results show that
our method is able create accurate few-shot segmentation
results, even when the saliency maps significantly differ
from the groundtruth masks. In addition, the presented re-
sults also illustrate the importance of various components
of our approach.

5. Conclusion
In this work, we define and study the problem of unsu-

pervised few-shot semantic segmentation. Our work aims

Method 200 201 202 203 avg
Supervised meta-learning (upper-bounds) with ResNet50

PPNet [26] 28.1 30.8 29.5 27.7 29.0
PFENet [42] 36.5 38.6 34.5 33.8 25.8
RePRI [1] 32.0 38.7 32.7 33.1 34.1
HSNet [27] 36.3 43.1 38.7 38.7 39.2
CMN [47] 37.9 44.8 38.7 35.6 39.3
Supervised meta-learning (upper-bounds) with ResNet101
FWB [30] 17.0 18.0 21.0 28.9 21.2
DAN [44] - - - - 24.4
MLC [49] 50.2 37.8 27.1 30.4 36.4
SAGNN [46] 36.1 41.0 38.2 33.5 37.2
PFENet [42] 36.8 41.8 38.7 36.7 38.5
HSNet [27] 37.2 44.1 42.4 41.3 41.2

Unsupervised approaches
Saliency* [43] 22.7 24.3 20.4 22.2 22.4
Ours 22.3 26.1 20.6 24.3 23.3

Table 4: Comparison of mIoU scores produced by our
method and the state-of-the-art models on COCO dataset.
(*) corresponds to the results acquired by adapting the
methods to FSS evaluation.

Figure 5: Qualitative results. Columns correspond to query,
support, saliency map, result when trained using no aug-
mentations, result when trained without splitting, and result
of the proposed MaskSplit approach, respectively.

to remove the need for supervised segmentation examples
for meta model training and enable utilization of arbitrarily
large unsupervised image collections. We propose a novel
self-supervised way to create training episodes, which is
based on unsupervised saliency and augmentations. Exten-
sive experiments show that this setting is able to achieve
few-shot generalization and we obtain significant perfor-
mance improvements over our baselines. We believe that
our work will stimulate further study on unsupervised learn-
ing of few-shot segmentation models.
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