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Abstract

Video salient object detection aims to find the most visu-
ally distinctive objects in a video. To explore the temporal
dependencies, existing methods usually resort to recurrent
neural networks or optical flow. However, these approaches
require high computational cost, and tend to accumulate
inaccuracies over time. In this paper, we propose a net-
work with attention modules to learn contrastive features
for video salient object detection without the high compu-
tational temporal modeling techniques. We develop a non-
local self-attention scheme to capture the global informa-
tion in the video frame. A co-attention formulation is uti-
lized to combine the low-level and high-level features. We
further apply the contrastive learning to improve the feature
representations, where foreground region pairs from the
same video are pulled together, and foreground-background
region pairs are pushed away in the latent space. The intra-
frame contrastive loss helps separate the foreground and
background features, and the inter-frame contrastive loss
improves the temporal consistency. We conduct extensive
experiments on several benchmark datasets for video salient
object detection and unsupervised video object segmenta-
tion, and show that the proposed method requires less com-
putation, and performs favorably against the state-of-the-
art approaches.

1. Introduction

Video saliency detection is a task to find the most visu-
ally attractive regions in each frame of a video. It is a fun-
damental technique in computer vision and can be used for
many high-level applications, such as video object segmen-
tation, visual object tracking and video editing. Research
work on saliency detection can be roughly classified into
two groups, i.e., eye fixation prediction [43, 31] and salient
object detection [46, 38, 11, 25]. The former is to predict
the locations in a scene where a human observer may fixate,
while the latter aims to uniformly highlight the most salient
object regions. In this paper, we focus on the salient object
detection task in videos. The challenging part of this task
is to distinguish the primary object from the background,
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Figure 1. Overview of the proposed algorithm. We use the non-
local self-attention (illustrated as the yellow lines) to capture the
long-distance correspondence, where the features of a location are
computed upon all the other locations. To learn contrastive fea-
tures from the videos, for each foreground region anchor (circle),
we select foreground regions from the same video as positive sam-
ples (square), and background regions as negative samples (trian-
gle and diamond).

as well as keep the temporal correspondence. Early meth-
ods for video saliency detection are built upon hand-crafted
features, such as color and texture. These models are lim-
ited by the representation ability of low-level features. With
the success of deep CNN models in many computer vision
tasks, recent approaches improve the performance of video
saliency detection by learning fully convolutional networks
(FCNs). In order to model the temporal information, opti-
cal flow is often utilized to provide the motion cues. How-
ever, the performance of these methods highly relies on the
accuracy of flow computation, and is vulnerable to condi-
tions where the foreground objects are nearly static. Other
methods [38, 11] adopt models based on recurrent neural
networks such as ConvLSTM to aggregate the spatiotempo-
ral information. While these approaches achieve promising
performance, the computational cost is significantly high
for modeling temporal information.

In this paper, we propose a framework with attention
modules to learn contrastive features for video salient ob-
ject detection. The main ideas are illustrated in Figure 1.
To capture the long-range dependencies in video frames,
we develop a non-local self-attention module that directly
computes the interactions between any two positions simi-
lar to the non-local operation in [48]. Since the non-local
operation in [48] is computationally expensive, we develop
an efficient scheme where the feature transformations are
shared, and the 1 x 1 convolution is replaced with the 3 x 3
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depthwise convolution. We also incorporate the dynamic
convolution into our model, where filters could learn to
adapt to the input. To better utilize the features from dif-
ferent levels of the deep network, we design a cross-level
co-attention mechanism to explore the correspondence be-
tween low-level and high-level features. This approach
helps the model focus on the most distinctive regions in the
scene while maintaining the high-resolution outputs, which
is more effective than previous feature fusion mechanisms
such as simply concatenating features from different levels.

To help the model learn discriminative features between
foreground and background regions, we integrate the con-
trastive learning technique into our model. Intuitively, the
foreground regions in the same video should share similar
features, while foreground and background are supposed to
have different features. Based on this criterion, for each
foreground region anchor, we select the foreground regions
in the same video as positive samples, and background re-
gions as negative samples. The objective of the contrastive
loss is to minimize the distance between the anchor and pos-
itive samples in the embedding space, while maximizing
the distance between the anchor and negative samples. To
provide stronger supervision, we introduce two hard sam-
ple mining strategies to find meaningful positive and nega-
tive samples. By sampling from the whole video, the intra-
frame contrastive loss helps the model learn distinctive fea-
tures of foreground and background, and the inter-frame
contrastive loss improves the temporal correspondence of
the network. While contrastive learning is widely used in
self-supervised representation learning, it has not been ex-
ploited in video salient object detection. Different from re-
cent contrastive learning approaches [40, 13, 6] that con-
sider one positive sample augmented from the same image,
and multiple negative samples from different images, in our
method, we select multiple positive and negative samples,
where the samples are generated from foreground and back-
ground regions in the same video.

To evaluate the proposed method, we conduct extensive
experiments on several video saliency benchmark datasets.
We also apply the proposed framework on the unsupervised
video object segmentation task as an example of applica-
tions. Experimental results show that our method performs
favorably against the state-of-the-art approaches. The main
contributions of this work are summarized as follows:

* We propose an efficient framework for video salient
object detection that achieves state-of-the-art perfor-
mance with higher accuracy, smaller model size and
lower runtime. To date, there is no other method that
can accomplish all three goals.

* We design a non-local self-attention operation that
captures global information, and a cross-level co-
attention formulation to explore the correspondence
between low-level and high-level features.

* We integrate the contrastive learning technique and
hard sample mining strategy into our network to learn
contrastive features between foreground and back-
ground regions, and improve the temporal consistency
across video frames.

2. Related Work

Video Salient Object Detection. Video salient object de-
tection aims to find the most distinctive object regions in
each video frame. Conventional methods usually extract
hand-crafted features in spatial and temporal dimensions
separately and then integrate them together. They distin-
guish the salient objects from background by classic heuris-
tics such as color contrast [1], background prior [50] and
center prior [17]. Optical flow is often utilized for explor-
ing temporal information. The performance of these ap-
proaches is limited by the representation ability of the low-
level features. Furthermore, the computational cost is high
for optical flow estimation.

As the deep CNN models achieved success in many
computer vision tasks, recent approaches adopt CNN-based
models for video salient object detection and improve the
results. The FCNS [46] method employs a static FCN
for single frame saliency prediction, and another dynamic
FCN that takes the initial saliency map and the consecu-
tive frame pairs as input to explore temporal information.
Other approaches model the spatiotemporal information by
3D convolutional filters [23], ConvLSTM [24, 38, 11] or
jointly considering appearance and optical flow [24, 25] in
the framework. While these CNN-based networks generally
achieve state-of-the-art results, they usually require high
computational cost for modeling temporal information, and
the temporal dependencies are often limited in short time
intervals, which may accumulate errors over time.

Unsupervised Video Object Segmentation. The task of
video object segmentation is typically tackled in either
the semi-supervised or unsupervised setting. In the semi-
supervised setting, the ground truth mask of the first frame
is given during the testing stage, while no supervision is
given during testing in the unsupervised setting. Unsuper-
vised video object segmentation is similar to video salient
object detection. The difference is that the output is a bi-
nary map in the segmentation task, but a continuous-valued
map in the saliency task. Conventional methods for un-
supervised video object segmentation are based on hand-
crafted features, and utilize techniques such as object pro-
posal ranking [36, 22], trajectory clustering [32, 20], motion
analysis [34, 39], and saliency information [44, 47].
Recent approaches focus on learning deep CNN mod-
els and employ motion cues to keep the temporal consis-
tency. The FSEG [16] method adopts a two-stream net-
work to jointly consider the appearance and motion infor-
mation. The SegFlow [7] mechanism shows that joint learn-
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Figure 2. Pipeline of the proposed framework. The feature of the input image I, is first extracted by an encoder £. Then we apply a
non-local self-attention module on the feature x, and generate the self-attended feature zsc; 7. A cross-level co-attention module takes the
low-level feature v and the high-level feature x as input, and produces the co-attended feature z.,. The attentive features zse;y and zc,
are weighted by a gating function, respectively. Finally, the original feature x, self-attended feature Z..;s and co-attended feature z., are
concatenated and fed into the detection head D to generate the output saliency map S,. To learn better feature representations, we apply
the contrastive loss L; on the features before the final output layer. For an anchor foreground region with feature u, we select foreground
regions with feature u as positive samples, and background regions with feature w_ as negative samples. The samples are chosen from
frames in the same video to improve the intra-frame discriminability as well as inter-frame consistency.

ing the video object segmentation and optical flow can im-
prove the performance of both tasks. However, these ap-
proaches are still limited by drawbacks of optical flow that
requires high computational cost and only considers short-
term temporal dependencies. To tackle this problem, some
other approaches capture global information of the whole
video without computing optical flow. The COSNet [30]
method uses a co-attention mechanism to model the cor-
relation of randomly selected frames from the input video.
The AGNN [42] scheme builds a fully connected graph to
represent video frames as nodes, and the pair-wise relation-
ships between frames as edges. In the AnDiff [51] model,
the first frame is considered as the anchor, whose features
are propagated to the current frame via an aggregation tech-
nique. The DFNet [53] approach learns discriminative fea-
tures under CRF formulation with several frames sampled
from the input video. While we use a similar co-attention
scheme as COSNet, our motivation and usage are different
from theirs. COSNet performs co-attention between frames
during both training and testing to explore the temporal rele-
vance among frames. It requires five reference frames in the
testing stage, which largely increases runtime. In contrast,
we apply co-attention between different levels of features
to incorporate the high-resolution details into the semantic
features. Our temporal information is explored in the con-
trastive learning technique, which is more efficient.

3. Proposed Framework

In this work, we focus on detecting the most salient ob-
jectregions in videos. Given an input video I = {I1,...,I,,}
with n frames, we aim to generate a sequence of saliency
maps S = {51, ..., Sn} with values in the range [0,1]. To
this end, we propose an end-to-end trainable network that
contains a feature encoder, two attention modules and a de-
tection head. The first attention technique is the non-local
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Figure 3. Non-local self-attention module. ® represents matrix
multiplication, and & denotes element-wise summation. We show
the input shape for each operation.

self-attention that captures long-range dependencies in the
features. The second attention mechanism is the cross-level
co-attention which finds the correspondence between the
low-level and high-level features to generate saliency maps
with higher quality.

Figure 2 shows the pipeline of the proposed framework.
We first extract the feature representations of the input
frame using the feature encoder . Then two attention mod-
ules aggregate the features from different perspectives. The
attentive features z .y and z., are weighted by a gating
function. Finally, the detection head D takes the concate-
nation of the original feature x, self-attended feature Z.; ¢
and co-attended feature z., to generate the saliency map. To
learn better feature representations for distinguishing fore-
ground from background, we integrate the contrastive learn-
ing technique into our model. The objective is to make fea-
tures of foreground regions in the same video close to each
other, and far away from the background regions. By se-
lecting the positive and negative samples from the whole
video, the model is able to learn contrastive features to sep-
arate foreground from background, as well as improve the
temporal correspondence.
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3.1. Non-Local Self-Attention

Although CNN-based models have shown great success
on many computer vision tasks, one limitation of the convo-
lutional operation is that it processes only one local neigh-
borhood at a time. To consider long-distance dependencies
in images, convolutional operations are stacked to model
large receptive fields. However, repeating local operations
is computationally inefficient, and will cause optimization
difficulties. In order to capture long-range dependencies in
the video frames more efficiently, we develop the non-local
self-attention technique similar to the non-local operation in
[48]. Specifically, the non-local self-attention aims to find
the correlations of all positions by directly computing the
relationships between any two positions in the input frame.
Given the feature representation x extracted from the input
frame, we perform the non-local operation:

yi= ﬁZﬂxhxﬂg(xm ()
Vj

where 1 is the index of an output position, j enumerates all
possible positions in x, f(x;,x;) represents the affinity ma-
trix between x; and its context features x,, g(x;) computes
a representation of the feature at position j, and C(x) is the
normalization factor. The non-local operation in (1) is then
wrapped into a non-local block with a residual connection:

z; = W.y; + X, ()

where W, is a learnable matrix for feature transformation.
There are multiple choices for the functions f(-,-) and g(-).
A simple version is to apply dot product for f(-,-), and a
linear embedding (e.g., 1 x 1 convolution) for g(-). Then
(1) can be written as:

y= ﬁew(x)wx), 3

where x is of shape (h, w, ¢), with h, w and ¢ denoting the
height, width and number of channels, respectively. 6(-),
¢(-) and g(-) are 1 x 1 convolutional layers with ¢ channels,
and T represents the transpose operation. The outputs of
the convolutional layers are reshaped to (h X w, ¢) before
matrix multiplications. The normalization factor C(x) is set
as IV, which is the number of positions in x. Here we em-
ploy a lightweight version of non-local networks as in [28],
where the feature transformations 6(-), ¢(-) and g(-) in (3)
are shared and integrated into the feature extractor that pro-
duces x. Therefore, (3) is simplified as:

1
y = NXXTX. %)

In the recent work [48], the feature transformation W, in
(2) is instantiated as a 1 x 1 convolutional layer, which is

a heavy computation. Therefore, we replace the 1 x 1 con-
volution with 3 x 3 depthwise convolution for higher effi-
ciency. (2) is then revised as:

Zse1p = DepthwiseConv(y, W) + x, (5)

where zg. s is the self-attended feature, and Wy is the
depthwise convolution kernel. We implement the depth-
wise convolution as a dynamic convolution operation [2].
Instead of applying the same set of weights to all input im-
ages, dynamic convolutional filters are generated depending
on the features of the input image, which equips the model
with better adaptability to the input. Specifically, we adopt
a single convolutional layer that takes the feature x as in-
put to generate the dynamic convolutional filters W,. The
non-local self-attention operation is illustrated in Figure 3.

3.2. Cross-Level Co-Attention

In deep CNN models, layers near the input contain low-
level features, while those near the output represent high-
level features. In order to find the salient objects using high-
level semantic features as well as keep the details from low-
level features, we employ a cross-level co-attention module
to explore the relationships between features from two dif-
ferent levels. With the features generated from the feature
extractor, we select one low-level feature v and one high-
level feature x. To mine the correlations between the two
features with different sizes, we first adopt a convolutional
layer to make the size of v same as x. Then we compute
the affinity matrix from the two features:

A= VWXT, (6)

where W is a learnable weight matrix, and each entry of
A indicates the similarity between a pair of locations in the
low-level feature and the high-level feature. The features v
and x of shape (h,w, ¢) are reshaped to (h X w, ¢) before
matrix multiplications. We then generate the co-attended
feature z., from the affinity matrix and the original high-
level feature by z., = softmaxz(A)x.

3.3. Gated Attention Feature Aggregation

In order to aggregate the features from the two atten-
tion modules, we concatenate the original feature x from
the output of the encoder F, the self-attended feature z.;
and co-attended feature z., to generate the final saliency
map using the prediction head D. Due to the variations
between frames, the importance of the three features may
also vary in different video frames. Therefore, instead of
directly concatenating the three features, we employ a gated
aggregation mechanism to dynamically combine the fea-
tures. Specifically, we use a single convolutional layer to
generate a weight for each attentive feature. The operation
is formulated as:

fg = U(Wgz + bg)7 @)
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where o is the sigmoid function with output range [0, 1],
and W, and b, are the weight and bias of the convolutional
layer, respectively. f, is the weight for the attentive feature,
representing the portion of information that will remain in
the feature. We then obtain the weighted feature by

z=f40z, ®)

where © denotes the element-wise multiplication. The gat-
ing operation is applied on z,¢;y and z., separately. Then
the two outputs Z,.; ¢ and z., are concatenated along with
x to produce the final saliency map.

3.4. Contrastive Feature Learning

In order to learn better feature representations for video
salient object detection, we explore the information in the
whole video to improve both intra-frame discriminability
and inter-frame consistency. Similar to [21], we integrate
the contrastive learning technique into our framework in a
natural way for stronger supervision. We use multiple pos-
itive and negative samples for each anchor to improve the
sampling efficiency. Based on the intuition that the features
of foreground regions in the same video should be similar,
while the foreground and background are supposed to be
far away in the embedding space, we adopt the contrastive
learning to help the model embed features accordingly.

For an input video, the extracted features of each frame
are separated into foreground and background using the
ground truth masks. Then for each foreground region
as an anchor, we select the foreground regions from other
frames of the same video to form positive samples ., and
choose the background regions from either the same frame
or other frames as negative samples u_, where u, u; and
u_ are feature vectors by performing global average pool-
ing on the features within the defined regions. The InfoNCE
contrastive loss [40] is applied on the sampled features:

Z euT~u+/‘r
_ up €Qy
Lcl - 1Og Z euT-qu/‘r I Z euT-u,/‘r ) (9)
u4 €Q 4 u_€Q_

where ()1 and @) _ are the sets of positive and negative sam-
ples, 7 is the temperature parameter, and ‘-’ denotes the dot
product.

Hard Positive and Negative Mining. The selection of pos-
itive and negative samples is crucial for learning contrastive
features effectively [19]. Therefore, we employ two crite-
ria for mining meaningful positive and negative samples: 1)
Choose foreground regions with low responses in the out-
put of our model as hard positives to suppress false nega-
tives. 2) Select background regions with high responses in
the output map as hard negatives to deal with false positives.
The hard samples are selected based on the Mean Absolute

Error (MAE) between the prediction and the ground truth
mask within the foreground or background region. With
the meaningful samples chosen from the whole video, the
contrastive loss applied within the same frame can help
the model distinguish foreground from background, and the
loss enforced across different frames will improve the tem-
poral correspondence.

3.5. Model Training and Implementation Details
Overall Objective. The overall objective of the proposed
method is composed of the binary cross-entropy loss and
the contrastive loss defined in (9):

L= Lbce + Lcl7 (10)

where L. denotes the binary cross-entropy loss computed
on the output saliency map and the ground truth mask.

In the training stage, the positives and negatives for the
contrastive loss are sampled from the same video as the an-
chor in the minibatch. The contrastive loss is computed
on multiple frames for aggregating global information in
videos to learn contrastive features in both spatial and tem-
poral dimensions. During testing, only the current frame is
taken as input to the model, which is more efficient than the
temporal modeling techniques in previous methods.

Implementation Details. In our framework, we adopt
the fully convolutional DeepLabv3 [4] as the feature en-
coder, which consists of the first five convolution blocks
from ResNet-101 [14] and an atrous spatial pyramid pool-
ing module. In the original implementation of DeepLabv3,
the output saliency map is bilinearly upsampled by a fac-
tor of 8 to the size of the input image, which may lose de-
tailed information. In order to capture detailed boundaries
of objects, instead of directly upsampling the saliency map
to the target size, we gradually recover the spatial informa-
tion with skip connections from low-level features in a way
similar to [18]. Specifically, we upsample the map three
times, each by a factor of 2. The low-level feature map of
the same spatial size as the current map is fed into a convo-
lutional layer to produce a pixel-wise prediction. The gen-
erated prediction is then added to the current map.

The low-level feature v used in the cross-level co-
attention module is from the final convolutional layer of
the first block in ResNet-101, and the high-level feature x
used in both attention modules is from the final convolu-
tional layer of the fourth block. In the contrastive learning
scheme, u, uy and u_ are features before the final output
layer. In the contrastive loss (9), the temperature 7 is set to
0.1. For each anchor, we use 4 positive and 4 negative sam-
ples for optimization. We implement the proposed model in
PyTorch with the SGD optimizer. The batch size is set to
8, and the learning rate is set to 10~%. The source code and
trained models will be made available to the public.
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Table 1. Comparisons with the state-of-the-art video salient object detection methods. The methods in the top group are image-based
approaches, while those in the bottom group are video-based mechanisms.

DAVIS FBMS ViSal DAVSOD
Method Year
maxF 1 ST MAE ] maxF 1 N MAE|  maxF1 ST MAE ] maxF 1 ST MAE |
C2SNet [27] ECCV’18 77.1 81.3 52 78.2 81.1 7.3 92.4 922 2.3 -
RAS [5] ECCV’18 72.9 78.5 5.7 80.7 81.6 7.8 92.5 93.0 1.9 -
DGRL [41] ECCV’18 76.3 81.2 5.6 80.2 82.9 5.7 91.7 91.6 22 -

PiCANet [29] CVPR’18 80.1 84.2 4.4 81.9 84.5 5.9 93.2 93.7 22 - - -
F3Net [49] AAAT20 81.9 85.0 4.1 81.9 853 6.8 90.7 87.4 4.5 56.4 68.9 11.7
MINet [33] CVPR’20 835 86.1 39 81.7 84.9 6.7 91.1 90.3 4.1 58.2 70.4 10.3

GateNet [52] ECCV’20 84.6 86.9 3.6 83.2 85.7 6.5 92.8 92.1 39 57.8 70.1 10.4
FCNS [46] TIP’ 18 70.8 794 6.1 75.9 79.4 9.1 85.2 88.1 4.8 - - -

FGRNE [24] CVPR’18 78.9 83.6 35 77.8 80.7 6.9 84.6 85.8 4.6 57.3 69.3 9.8
MBN [26] ECCV’18 86.1 88.7 3.1 81.6 85.7 4.7 88.3 89.8 2.0 - - -

PDB [38] ECCV’18 85.2 88.3 2.9 81.7 85.2 6.8 91.1 90.5 29 57.2 69.8 11.6
SSAV [11] CVPR’19 86.2 89.5 2.7 86.6 88.2 4.1 94.0 94.4 1.8 60.3 72.4 9.2
AnDiff [51] ICCV’19 80.8 - 44 81.2 - 6.4 90.4 - 3.0 - - -
MGA [25] ICCV’19 90.1 91.1 24 89.8 90.4 29 94.5 94.3 1.6 61.8 72.6 9.0
PCSA [12] AAAT20 88.1 90.4 2.3 833 86.7 42 94.1 94.4 1.8 65.5 74.1 8.6
DFNet [53] ECCV’20 89.9 - 1.8 833 - 5.4 92.7 - 1.7 - - -

Ours 90.9 91.8 15 91.5 90.9 2.6 95.1 94.7 13 66.2 75.3 8.3

4. Experimental Results

We evaluate the proposed framework on numerous
datasets for the video salient object detection and unsuper-
vised video object segmentation tasks. We first compare the
performance of the proposed algorithm with state-of-the-art
methods, and then present the ablation study to show the
effectiveness of each component. More results and analysis
are provided in the supplementary material.

4.1. Datasets and Evaluation Metrics

Datasets. We initialize the ResNet-101 backbone with
weights pre-trained on ImageNet. Following [38, 30,
42, 53], we train the entire model on image data from
MSRA10K [8], DUT-OMRON [50], and video data from
the training set of DAVIS [35]. For video salient object de-
tection, we evaluate the performance on the validation set of
DAVIS, FBMS [3], ViSal [45] and DAVSOD [11] datasets.
We also report the results for unsupervised video object seg-
mentation on the DAVIS dataset.

We adopt the DAVIS 2016 dataset, which contains 30
videos for training and 20 videos for validation with pixel-
wise annotations in each frame. The FBMS dataset is an-
other benchmark for video object segmentation. It is com-
posed of 29 training videos and 30 testing videos, where the
video sequences are sparsely labeled. The ViSal dataset is
a video salient object detection dataset that consists of 17
video sequences. There are 193 frames manually annotated
in the dataset. The DAVSOD dataset is the current largest
dataset for video salient object detection. It contains 226
videos with 23,938 frames. The pixel-wise per-frame anno-
tations are generated according to eye fixation records.

Evaluation Metrics. To evaluate the performance of video
salient object detection, we adopt the metrics F-measure,
S-measure [10] and Mean Absolute Error (MAE). The F-

measure is computed upon the precision and recall: Fjg =
(1482) x precision X recall
B2 x precision-+recall

, where 32 is set to 0.3 as suggested

in [1]. The S-measure evaluates the object-aware S, and
region-aware S, structural similarity between the saliency
map and the ground truth mask: S = aS, + (1 — a)S,,
where « is set to 0.5. The MAE measures the average
of pixel-wise difference between the saliency map and the

ground truth mask: MAE =1 Ej:}{lij)_G(z’j)l
where H and W are the height and width of the image.
For the unsupervised video object segmentation task,
we adopt the official evaluation metrics from the DAVIS
dataset, including the region similarity J, which is the
intersection-over-union between the prediction and ground
truth, and the boundary accuracy JF, which is the F-measure

defined on the boundary points.

)

4.2. Video Salient Object Detection

In Table 1, we evaluate the proposed algorithm against
the state-of-the-art salient object detection methods on the
DAVIS, FBMS, ViSal and DAVSOD datasets. The top
group shows the image-based approaches [27, 5, 41, 29,
49, 33, 52], and the bottom group presents the video-based
methods [46, 24, 26, 38, 11, 51, 25, 12, 53]. We observe
that video-based mechanisms generally perform better than
those based on images as the image-based approaches do
not consider temporal correspondence. Compared to video-
based methods that model the temporal information by opti-
cal flow [24, 26, 25], ConvLSTM [24, 38, 11], or computing
the relationships of the current frame and one [46, 51] or
multiple [12, 53] reference frames, our approach achieves
higher performance without the time-consuming tempo-
ral modeling techniques. Since we learn contrastive fea-
tures from the whole video, the model is able to generate
results with better intra-frame discriminability and inter-
frame consistency in a more efficient way. Overall, the pro-
posed method performs favorably against previous image-
based and video-based salient object detection approaches
on the four benchmark datasets.
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Figure 4. Visual comparisons with the state-of-the-art video salient object detection methods on the DAVIS dataset. The ground truth
masks (GT) are shown in the last column. The results by our method are more accurate and contain more details.

Table 2. Comparisons with the state-of-the-art unsupervised
video object segmentation methods.

DAVIS
Method Year
J Meant  F Mean 1
MBN [26] ECCV’18 80.4 78.5
MotAdapt [37] ICRA’19 77.2 774
AGS [47] CVPR’19 79.7 77.4
COSNet [30] CVPR’19 80.5 79.4
AGNN [42] ICCv’'19 80.7 79.1
AnDiff [51] ICCV’19 81.7 80.5
MGA [25] ICCV’19 81.4 81.0
EpO+ [9] WACV’20 80.6 75.5
MATNet [54] AAAT20 824 80.7
GateNet [52] ECCV’20 80.9 79.4
DFNet [53] ECCV’20 83.4 81.8
Ours 83.5 82.0

The visual comparisons against the state-of-the-art meth-
ods [38, 11, 25] are presented in Figures 4. We show that
the proposed model generates more accurate results with
more detailed information, while the results of previous ap-
proaches often contain background regions or lose the in-
formation near boundaries.

4.3. Unsupervised Video Object Segmentation

In addition to the video salient object detection task, we
evaluate the proposed method on the unsupervised video
object segmentation task as a downstream application. Ta-
ble 2 shows the evaluation results against the state-of-the-
art approaches [26, 37, 47, 30, 42, 51, 25, 9, 54, 52, 53] on
the DAVIS dataset. To capture temporal cues, prior meth-
ods employ optical flow [26, 37, 25, 9, 54], ConvLSTM
[47], graph neural networks [42], or calculate the correla-
tion between the current frame and other reference frames
[30, 51, 53]. While these techniques for modeling tempo-

ral information usually entail high computational cost, we
adopt a more efficient way by learning contrastive features
across video frames. The proposed algorithm outperforms
most methods by significant margins, and is competitive
with the DFNet [53] scheme. We note that DFNet uses
multiple frames as input during testing, which requires ad-
ditional computation. In contrast, we do not use information
from other frames in the testing stage, which is much more
efficient. Furthermore, we show the merits of the proposed
method over DFNet on the saliency task in Table 1.

4.4. Ablation Study

In Table 3, we provide the ablation study results to show
the contribution of each component in the proposed method.
We first present the results of the baseline model that does
not contain the attention modules. By integrating either the
cross-level co-attention or non-local self-attention module,
the performance improves from the baseline. When both
attention modules are incorporated into the network, the re-
sults are further improved. The performance gains made
by the two attention modules show the merits of aggre-
gating features from different perspectives. With the con-
trastive loss L.; added to the model, the performance is
improved consistently. Finally, the full model that utilizes
hard sample mining for contrastive learning achieves the
best performance, demonstrating that the contrastive learn-
ing technique along with the well-designed sampling strat-
egy helps the model learn better feature representations for
video salient object detection.

1326



Table 3. Ablation study of the proposed method. We show the effectiveness of each component in the proposed framework, including
the cross-level co-attention (co-attn), non-local self-attention (self-attn), contrastive loss (L.;), and hard sample mining.

DAVIS FBMS ViSal DAVSOD
Method
maxF1T ST MAE] maxF1T ST MAE] maxFT ST MAE| maxF1T ST MAE |

Baseline 86.8 834 3.1 869 842 58 924 918 29 629 721 9.6
Baseline + co-attn 883 897 28 88.6 863 52 937 926 25 642 734 92
Baseline + self-attn 88.5 903 2.7 89.0 866 53 939 930 23 645 736 9.1
Baseline + self-attn + co-attn 89.3 907 2.1 90.6  89.1 43 945  93.6 1.9 654 744 87
Baseline + self-attn + co-attn + L; 89.9 91.1 1.8 91.0 898 38 948  94.0 1.7 659 750 84

Baseline + self-attn + co-attn + L.; + hard mining ~ 90.9  91.8 1.5

91.5 909 26 951 947 13 662 753 83

Table 4. Comparisons of temporal modeling techniques. We compare our method with the co-attention technique in COSNet [30].

DAVIS FBMS ViSal DAVSOD
Method Time (s)
maxF 1 St MAE |  maxF 1 St MAE |  maxF 1 St MAE |  maxF 1 St MAE |
Baseline 86.8 88.4 3.1 86.9 84.2 5.8 92.4 91.8 2.9 62.9 72.1 9.6 0.11
+ co-attn [30] 88.1 89.3 2.9 88.4 86.0 5.1 93.5 92.5 2.5 64.6 74.1 8.7 0.45
Ours 90.9 91.8 1.5 91.5 90.9 2.6 95.1 94.7 1.3 66.2 75.3 8.3 0.26

Table 5. Comparisons with the state-of-the-art methods on computational complexity.

COSNet [30] AGNN [42] AnDiff [51] MGA [25] DFNet [53] Ours

# Params (M) 81.2 82.3 79.3 254.0 64.7 59.3
FLOPs (G) 1148.5 1921.0 726.8 2265.7 - 425.7
Runtime (s) 0.45 0.55 0.36 0.29 - 0.26

4.5. Discussions on Temporal Modeling

As we aim to avoid the temporal modeling techniques
that require high computational cost, we learn the temporal
dependency information during training via the contrastive
loss. While we do not explicitly model temporal infor-
mation during testing, the contrastive loss helps the model
learn transformation invariant features of the commonly ex-
isting objects in different background. Thus, the learned
features are more robust to distribution shifts, and can im-
prove the temporal consistency during testing. For fair com-
parisons with other schemes that utilize temporal informa-
tion in the testing stage, we incorporate into our baseline
the technique in COSNet [30], which performs co-attention
of two randomly sampled frames during training. During
the testing stage, co-attention is applied between the cur-
rent frame and five other randomly sampled frames. We
train the model with the default settings as COSNet [30].
The performance and runtime are shown in Table 4. We
observe that the proposed model outperforms their mecha-
nism, while the co-attention technique in COSNet does not
improve much from the baseline but largely increases the
runtime due to the computation on multiple frames.

4.6. Analysis of Computational Complexity

Table 5 shows the specifications of the state-of-the-art
methods [30, 42, 51, 25, 53] on the number of parame-
ters, floating point operations (FLOPs) and runtime, where
the FLOPs and runtime are only computed on methods
with publicly available models, using a machine with an
NVIDIA GTX 1080 Ti GPU. Compared to other meth-
ods, our model has the least parameters. The AGNN [42]
model has significantly high computational complexity due

to the usage of graph neural networks. The COSNet [30]
and AnDiff [51] schemes take one or multiple additional
frames as a reference to generate the output. As a result,
they also require high computational cost. Similar to COS-
Net [30], DFNet [53] also adopts multiple frames during
inference to capture more information. The MGA [25] ap-
proach predicts the output from an RGB image and an op-
tical flow map, where the optical flow is estimated by an
external model. We include the computation of flow esti-
mation (FlowNet 2.0 [15] as reported in the paper), where
a large number of computations are contributed by the flow
model (2019 G out of 2265.7 G). Since our model only uses
the current frame as input and does not employ optical flow
during inference, the computation is much more efficient
than other mechanisms. Furthermore, our model requires
the least runtime.

5. Conclusions

In this paper, we propose an end-to-end trainable frame-
work for video salient object detection with higher accu-
racy, smaller model size and lower runtime than previous
methods. Our model contains two attention modules to ag-
gregate features from different perspectives. First, the non-
local self-attention technique captures long-distance corre-
spondence by directly computing the relationships between
any two locations. Second, the cross-level co-attention
mechanism computes the correlations between different
feature levels to incorporate the high-resolution details into
the semantic features. In addition, we apply the contrastive
learning technique with the well-designed sampling strat-
egy to learn features with better intra-frame discriminability
and inter-frame consistency. Extensive experiments and ab-
lation study demonstrate the effectiveness of our algorithm.
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