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Abstract

Domain shift limits generalization in many problem do-
mains. For road segmentation, one of the principal causes
of domain shift is variation in the geometric camera pa-
rameters, which results in misregistration of scene struc-
ture between images. To address this issue, we decompose
the shift into two components: Between-camera shift and
within-camera shift. To handle between-camera shift, we
assume that average camera parameters are known or can
be estimated and use this knowledge to rectify both source
and target domain images to a standard virtual camera
model. To handle within-camera shift, we use estimates of
road vanishing points to correct for shifts in camera pan
and tilt. While this approach improves alignment, it pro-
duces gaps in the virtual image that complicates network
training. To solve this problem, we introduce a novel pro-
Jjective image completion method that fills these gaps in a
plausible way. Using five diverse and challenging road seg-
mentation datasets, we demonstrate that our virtual cam-
era method dramatically improves road segmentation per-
formance when generalizing across cameras, and propose
that this be integrated as a standard component of road seg-
mentation systems to improve generalization.

1. Introduction

Road segmentation is an important computer vision
problem for many applications, including autonomous driv-
ing, urban planning, traffic analytics, and road condition
assessment. A major challenge limiting generalization is
domain shift. Sources of domain shift are many and in-
clude the geography, road design, weather, season and time
of day. One of the most important contributors is shift in
the geometric camera parameters, especially focal length,
aspect ratio, pitch, pan and roll. When transferring from
source to target datasets this shift is typically ignored and
images are resized to a standard size and aspect ratio for
network training and adaptation. It can be challenging for
domain adaptation methods to fully correct for this shift, es-
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pecially when the target camera parameters deviate substan-
tially from the source parameters. For example, if source
domain cameras have relatively long focal length and thus
small field of view (FOV) but the target camera has a large
FOV, background pixels will be mislabeled as road, which
can lead to serious failures.

To address this problem, we argue that training and in-
ference should be performed not in the native pixel domain
of the images but rather in a standardized virtual camera
domain. This is possible due to the roughly planar geome-
try of most roads and serves to greatly reduce domain shift
due to variations in geometric camera parameters, leading
to improved training, adaptation and inference. Our pro-
posed virtual camera method for road segmentation (VC-
Seg) reduces shift both between and within datasets, lead-
ing to more stable and reliable segmentation performance.
Our specific contributions are:

1) A novel virtual camera adaptation method for road
segmentation that takes advantage of the approximately pla-
nar geometry of the road to identify homographies that map
each camera view to a standard virtual camera.

2) A novel projective image completion method that uses
the road vanishing point to extrapolate RGB values from
defined to undefined regions of virtual camera images in a
geometrically plausible way.

3) A 5-fold cross-validation evaluation across 5 diverse
public datasets that demonstrates a 9.8% improvement in
Intersection-over-union (IoU) performance.

2. Related Work
2.1. Monocular Road Segmentation

Early road segmentation methods are typically based on
appearance, geometry or a fusion of the two. Appearance-
based methods [25, 16, 42, 39, 37] rely on color and tex-
ture features. These methods often struggle when objects
or background are similar in colour or texture to the road
(e.g., sidewalks, grey buildings or cars) and when the road
is covered by snow or ice. Geometry-based methods that
exploit the road vanishing point [22, 32, 33], horizon [4],
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or road boundaries [23, 40, 43]) can potentially overcome
some of these challenges, however they typically fail to ex-
clude the objects that are on the road (e.g., pedestrians or
vehicles) and tend to deliver over-simplified segmentations.
Some have tried to fuse geometry & appearance cues. For
example, Cheng et al. [12] fused probabilistic geometry and
colour cues within a Bayesian framework, but evaluation
was limited to a single, small dataset.

More recently, deep networks have been the domi-
nant approach to image segmentation in general [28, 35,
5, 21, 20, 8, 9, 24], and road segmentation in particu-
lar [26, 30, 48, 11, 44, 47, 31, 49, 29, 19, 41]. Seg-
Net [5] is an encoder-decoder style semantic segmentation
network based on two modified VGG16 [38] networks con-
nected back-to-back. Multinet [44] extends this approach
to employ three parallel decoders for road segmentation,
street classification, and vehicle detection. s-FCN-loc [47]
fuses parallel VGG-16 backbones processing RGB and con-
tour inputs. SSL-GAN [19] employs a ResNet-101-based
GAN to support semi-supervised training. Another semi-
supervised approach called reverse and boundary attention
network [41] first predicts a coarse road segmentation and
then refines this estimate in a top-down manner.

Since most of these methods are trained and evaluated
on only one or two road segmentation datasets, their ability
to generalize is poorly understood.

2.2. Unsupervised Domain Adaptation

The appearance of road imagery can vary widely de-
pending upon the parameters of the camera, the geography,
traffic marking conventions, level of traffic, illumination,
time of day, season and weather. Given the costs of obtain-
ing ground-truthed data, it is difficult to span all of these
variations in a training dataset. Instead, we must under-
stand how a system trained on one or more ground-truthed
source datasets can be adapted to a new unlabelled target
dataset. While in some cases it may be feasible to obtain a
small amount of labelled data for the target dataset to assist
in adaptation, widespread deployment will be easiest if the
adaptation can be performed in a completely unsupervised
fashion.

Numerous unsupervised domain adaptation methods
have been proposed for semantic segmentation [46, 45, 10].
AdaptSegNet [45], representative of the adversarial ap-
proaches, uses a GAN to adapt the segmentation output
from target domain images to be similar to the output
from source domain images. Typically these adaptation
methods focus on adapting from synthetic source datasets
(e.g., GTAS [34] or SYNTHIA [36] ) to real target datasets
(e.g., Cityscapes) in order to take advantage of the relatively
large and inexpensive labelled data available in the synthetic
dataset. However, synthetic scenes do have limitations in
their level of realism, and if real labelled datasets already

exist it is important to understand how systems trained on
these datasets can be adapted to novel conditions. The
geometry-guided adaptation (GeoSeg) method of Cheng et
al [13] fuses classical geometry with deep network segmen-
tation, using geometric features (vanishing points) to auto-
matically position a prior on the target image that is accurate
enough to adapt a segmentation network to accommodate
domain shift in appearance cues.

Our proposed VCSeg method is inspired by this adap-
tive geometry-appearance fusion. However, we note that
GeoSeg confounds two very different types of domain shift:
geometric domain shift that arises from variations in intrin-
sic and extrinsic camera parameters, and appearance do-
main shift that arises from variations in geography, traf-
fic marking conventions, level of traffic, illumination, time
of day, season and weather. We argue that these different
kinds of domain shift should not be lumped together, be-
cause, while adapting to shifts in appearance can be ex-
tremely complex, adapting to geometric domain shift can
be approached using classical projective geometry methods.
Since, as we will show, geometric domain shift can be a
dominant factor, disentangling the two types of domain shift
and addressing the geometry shift first can greatly improve
generalization performance.

Our approach to handling geometric domain shift is to
take advantage of the roughly planar geometry of the road
surface to establish a common virtual camera to which di-
verse camera imagery can be projected. This aligns the im-
agery drawn from diverse cameras with widely varying fo-
cal lengths, resolutions, and heights. We further explore
additional frame-by-frame adjustments in reprojection that
accommodates variations in extrinsic camera parameters as
the vehicle moves but also in more extreme forms for con-
sumer dash-cams, which are often repositioned between
uses.

3. Datasets

We use five diverse road segmentation datasets (Ta-
ble 1, Figs. 6,7 CamVid [7, 6], Cityscapes [15],
KITTTI [18], Qian [3], and Toronto-2020 [13]. We follow
the GeoSeg[13] partitioning of these datasets into training
and test [1].

All five datasets were captured with vehicle-mounted
cameras. CamVid was captured in the UK, CityScapes and
KITTI in Germany and Qian & Toronto-2020 in Toronto,
Canada. While for KITTI, CamVid & CityScapes datasets
weather is fair and road surfaces dry, for Qian & Toronto-
2020 weather ranges widely and roads may be dry, wet, or
partially covered with snow an ice. Nonlinear distortions
have been removed from all images.

Table 1 also lists the intrinsic and approximate average
extrinsic geometric camera parameters for the five datasets.
Where camera height and tilt were not specified they were
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Dataset Images Weather Resolution Principal Focal Length FOV [H,V] Camera  Height Tilt
Training/Test ~ Conditions (px) Point (px) [x,y] (px) (deg) Position (m) (deg)
CamVid [7, 6] 367 /233 Dry [960, 720] (485, 365] [862,1141] [58.2, 35.0] Fixed 1.21* 0*
Cityscapes [15] 1528 / 1406 Dry [2048,1024] (1082, 514] (2262, 2252] [48.7,25.6] Fixed 1.21 —24
KITTI [18] 145 / 144 Dry [1242, 375] (610,173] [721,721] [81.5,29.2] Fixed 1.65 0
Qian [3] 34 /31 Variable [2048, 1536] (1024, 768] [1845,1845] [68.1,45.2] Variable  1.50* 0*
Toronto-2020 [13] 400 / 400 Variable [1024, 576] (508, 328] [776,701] [66.8,44.7]  Variable 1.35 0*
Virtual - - [5500, 2800] [2750,1400]  [2750,1400] [101.1, 63.5] Fixed 1.38 0

Table 1. The five cameras and road segmentation datasets used in this paper. Estimated values indicated by *.

estimated by visual inspection of the images. Note the wide
variation in parameters across datasets. In the following we
will initially assume zero roll and pan angles, but will later
relax this assumption for pan.

For CamVid, CityScapes and KITTI datasets the camera
pose was fixed relative to the vehicle - variations in cam-
era pose relative to the road thus arise primarily from ve-
hicle motion. For the Qian & Toronto-2020 datasets, on
the other hand, the cameras were removable dash-cams, and
thus contain wider variations in camera pose due to varia-
tions in how the cameras was mounted each day.

Pixel-wise road/non-road labels were obtained from the
websites for each dataset. Additional ground truth vanish-
ing point positions and ego-vehicle mask annotations were
obtained from the GeoSeg website [1].

Following GeoSeg, we train and evaluate using 5-fold
leave-one-out across datasets. In other words, the network
is trained on the training partitions of four source datasets
and then evaluated on the test partition of the fifth, left-out
target dataset. As in GeoSeg, we ignore the ego-vehicle
regions when doing source training, target adaptation, and
performance evaluation.

4. Method

Fig. 1 shows an overview of the VCSeg training pipeline.
Source images and ground truth are first reprojected to a
standard virtual camera image plane. This will lead to un-
defined regions in both the virtual camera image and ground
truth mask. To address this, we employ a novel projective
completion method to fill these gaps, allowing the segmen-
tation network to be trained over multiple datasets with di-
verse camera parameters. To apply the network to a novel
target domain, target images are processed through the same
reprojection and completion pipeline, using the target cam-
era parameters, prior to applying the network. The resulting
segmentation is reprojected back to the original target cam-
era plane for evaluation.

4.1. Reprojection to Virtual Camera

To address geometric domain shift between and within
datasets, we define a virtual standard camera with norma-
tive camera parameters, and approximate the mapping from
real to virtual camera planes as a homography. This is a rea-
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Figure 1. Overview of the proposed method.

sonable approximation for several reasons. First, the map-
ping is exact for planar surfaces and road surfaces are typ-
ically approximately planar. Second, much of the variation
in the extrinsic camera parameters is in the camera rotation,
particularly tilt and pan, and for pure rotations, the mapping
from image to image is homographic for general scenes, not
just planes. Third, distortions will occur primarily for ob-
jects with significant vertical extent, and these are of lesser
importance for road segmentation.

4.1.1 Projection of Physical Camera to Ground Plane

We employ a world coordinate frame aligned with and ly-
ing on the road, directly beneath the camera (Fig. 2). We
ignore horizontal translations of the camera and only model
translations in the vertical (Y') direction. This allows us to
fully specify the pose of each camera relative to a common
world frame.

The general projection equation is

x
Ayl = KR
1

6]

— N <

where (XY, Z) is a point in 3D space, (z, y) are the image
pixel coordinates of the projection, K is the intrinsic matrix,
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Figure 2. Camera geometry. PP denotes the principal point of the
camera.

R and t are the rotation and translation of the world frame
relative to the camera, respectively, and A is a scaling pa-
rameter. Since in our case Y = 0 on the ground plane, the
projection of a 3D point on the road to the physical camera
image coordinates (x,, y,) can be modeled as

Tp X
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where K, is the intrinsic matrix of the physical camera, R})
and Rg are the first and third columns of its rotation ma-
trix, and ¢, is the translation of the world frame relative
to the camera. Note that four of the five physical cameras
are, on average, aligned with the world frame, so that R,
is the identity matrix and t, = [0, H,,0]', where H, is
the height of the camera above the road. The Cityscapes
camera, however, is on average tilted slightly down , so
that the third column Rf, of the rotation matrix becomes
[0, —sin(B),cos(B)] T and t, = H, [0,cos(8),sin(8)]",
where § = 2.4 deg is the average tilt angle of the camera.

Given the intrinsic and average extrinisic parameters of
each physical camera, Equation 3 allows each pixel of the
average image to be mapped to ground plane coordinates
(X,Z). Fig. 3 shows a mapping of the bottom quarter of
each camera FOV to the groundplane: Note the significant
differences in the ‘footprints’ of each camera.

4.1.2 Defining the Virtual Camera

We align the virtual camera with our world frame (i.e., 0
pan, tilt and roll, Fig. 2) and set its height to the mean height
of the five cameras considered here: 1.38m.

We assume equal z and y focal lengths for our virtual
camera, and set these to the maximum focal length (in pix-
els) over our datasets to preserve resolution. (Larger virtual
focal lengths could be chosen to accommodate future cam-
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Figure 3. Ground plane back-projection of the lower quarter of the
mean FOV for each camera.

eras.) We selected the horizontal and vertical FOVs of the
virtual camera to ensure that at least the lower half of all
physical camera images reprojected to lie within the virtual
camera image, taking into account expected variations in
pan (£20 deg) and tilt (15 deg). This resulted in horizon-
tal and vertical FOVs of 101.1 and 63.5 deg, respectively.
Combined with the focal length, this determined the res-
olution of the virtual camera (5,500 x 2,800 pixels). We
employ a central principal point.

4.1.3 Projection of Ground Plane to Virtual Camera

Since the virtual camera is aligned with the world frame,
the projection equation (1) simplifies to

Ty X
A Yv = K'U [[13|tu] Z (4)
1 1

where K, is the intrinsic matrix of the virtual camera, I3 is
the 3 x 2 matrix formed from the first and third columns of
the 3 x 3 identity matrix, ¢, = [0, H,,0] " is the translation
of the virtual camera, and H, is its height above the road.

Note that the first homography (Eqn. 3) maps image
points above the principal point to ground plane points be-
hind the camera. However, since the parameters of the phys-
ical and virtual cameras will be relatively similar, by and
large the second homography (Eqn. 4) will correctly map
these points to the upper portion of the virtual image plane.

Combining Equations 3 and 4 yields the direct homogra-
phy relating the physical camera to the virtual camera:

Ty R
1 1

Fig. 4 shows the reprojection of the average FOVs of
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each of the five cameras modeled here to the virtual camera
plane. Note that the frame-to-frame FOV's will shift as the
exact pose of each physical cameras varies. We turn to this
issue now.
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Figure 4. Projection of physical camera FOVs to the virtual camera
plane.

4.2. Within-Camera Shift

Reprojection to the virtual camera serves to greatly re-
duce geometric shift between datasets. However, there can
also be significant shifts in the extrinsic camera parameters
within datasets. For the CamVid, Cityscapes and KITTI
datasets, these within-camera shifts are primarily in pan,
due to the yaw of the car, but other shifts due to vibration
etc. also occur. For the Qian and Toronto-2020 datasets
there are more profound shifts because the dashcams em-
ployed in these datasets were repositioned numerous times.

Here we focus specifically on within-camera shifts in
pan and tilt, approximating the roll as O and neglecting
translational shifts. Taking the world frame as our global
frame-or-reference, we decompose the rotation matrix R,
into a sequence of two rotations, first a tilt of 8 about the
X-axis and then a pan of o about the Y-axis. This results in:

cos o sin o cos 8
R} = 0 , R}=| —sinp (6)
—sina cos acos 3

R;; represents the direction of the road vanishing point
(Zvp, Yup) in camera coordinates, and so can easily be ex-
pressed in terms of this vanishing point:

(mvp - .%‘0) /fa:

(Yop —y0) / fy (N
1

R} =)

where A3 is a normalizing constant. Finally, Eqns 6 and 7
can be combined to yield tan o = (x4, — x0) / fx, Which

leads to
1

R, =X\ 0 (8)
- (‘rﬁp - JJQ) /fx

where A; is a normalizing constant.

These corrections to the reprojection equation will serve
to better align the source images for training. At infer-
ence, we employ the line-based (MCMLSD [2]) vanishing
point estimation algorithm from [13] to correct for witihin-
camera shift within the target dataset. Vanishing point es-
timates generating pan shifts of more than 20 deg or tilt
shifts of more than 15 deg are rejected as unreliable and
replaced by the mean of the estimated vanishing point loca-
tions judged to be valid.

4.3. Projective Completion

Fig. 4 highlights a complication with our virtual cam-
era approach. Since none of the physical cameras span the
entire virtual FOV, when training in the virtual camera do-
main, each (input, ground truth) pair will include undefined
regions, which means that some network activations and
back-propagated gradients are undefined. Empirically we
find that filling these gaps with nominal values (e.g., zeros)
or using standard image boundary handling methods (e.g.,
pixel replication) leads to huge errors in segmentation. To
solve this problem, we introduce a novel projective comple-
tion method that exploits the typical approximate 3D sym-
metry in the road surface to generate more plausible image
completions to support accurate learning.

Fig. 5 illustrates the approach. Recall that for each
source image the vanishing point of the road has been iden-
tified. We establish a polar coordinate system centred on
the vanishiing point and identify the angle of each source
boundary pixel. We then assign RGB and ground truth mask
values to all pixels outside the source image based on an an-
gular linear interpolation of the RGB and ground truth mask
values for these boundary pixels. We find that results of this
simple completion method are surprisingly reasonable for a
large majority of scenes. (See supplementary file for more
examples.) At inference, the estimated vanishing point [13]
is used to complete the target image.

Vi

(a) (b) ()
Figure 5. Projective completion. (a) Reprojected image from the
CamVid training partition. Red point indicates ground truth anno-
tated road vanishing point, red dashed lines the source boundary
pixels and green lines the completion directions. (b) Projectively
completed source image. (c) Projectively completed ground truth
mask.

4.4. Supervised Training

Once all source images have been reprojected and pro-
jectively completed in the virtual camera plane, the network
can be trained. To compare fairly with prior methods we
employ a VGG16 [38] hourglass segmentation architecture
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for all methods, including VCSeg.

4.5. Geometry-Driven Adaptation

We also evaluate the Geometry-driven adaptation
method introduced by GeoSeg [13], but in the virtual cam-
era domain. Briefly, this method learns a prior for the
road segmentation from the source images, anchored on
the ground-truth vanishing points. In GeoSeg, this prior
is used as a weak source of ground truth in the target im-
age domain to fine-tune the segmentation network. Here
we do the same, but derive the prior in the virtual camera
domain by reprojecting the ground-truth masks from each
source dataset. As in GeoSeg, we define a ground-truth
tri-mask based on the prior: Letting py(x, y) represent the
prior geometric probability that virtual camera pixel (z, y)
projects from the road, we set the ground truth to road where
pg(x,y) > 0.75, to background where p,(z,y) < 0.25 and
to unknown for all other pixels. This surrogate ground truth
is then used to fine-tune the network.

5. Experimental Details

As in GeoSeg [13], we score segmentations by intersec-
tion over union (IoU), ignoring ego-vehicle regions. We
compare against three alternative methods: SegNet [5], the
GAN-based AdaptSegNet, [45] and GeoSeg [13].

As in [13], we used a cross-entropy loss and trained for
600 epochs. However, we noticed that VCSeg benefits from
a smaller batch size and faster learning rate - Table 2. To
control for this difference, we list the SegNet and GeoSeg
performance as reported in [13] and also performance when
trained with the parameters used to train VCSeg.

Parameter Old [13] New

Batch size 16 8
Learning rate 0.001 0.005

Rate decay 0.0001 0.0005

Table 2. Learning parameters used by GeoSeg [13] and our new
method, VCSeg.

Experiments were conducted with a Pentium 3.4 GHz
i7 processor, 64 GB RAM, and an Nvidia GTX 1080 Ti
GPU. Line detection, vanishing point detection and projec-
tive completion were performed in MATLAB, while net-
works were implemented in PyTorch. Table 3 lists the run
time at inference for each component of the method. Line
detection currently dominates the run time: Future work
will focus on speeding line detection and further optimiza-
tions to make the method real time.

Stage Runtime per image
Line detection (MCMLSD) [2] 6200 msec
Vanishing point detection [13] 25 msec
Projection to virtual camera 182 msec
Projective completion 85 msec
Network inference 43 msec
Back-projection to physical camera 43 msec

Table 3. Average runtime for inference.

6. Results
6.1. Comparison with Prior Adaptation Methods

Table 4 compares quantitative results for VCSeg and
prior adaptation methods on a common SegNet architecture.
We find that the effect of the training parameters (Table 2)
is variable across datasets, but overall, the new parameters
adopted for VCSeg improve the performance of SegNet but
have negligible effect on the performance of GeoSeg.

We find that our between-camera virtual camera repro-
jection method leads to a dramatic 12.2% improvement in
segmentation performance over SegNet (average of 62.3%
IoU vs 50.1% IoU) - note that we see an improvement for
every target dataset and the only difference between these
methods is that in VCSeg training is performed in the vir-
tual camera domain. Even without adaptive fine-tuning,
our between-camera VCSeg method outperforms on aver-
age the more complex GeoSeg and AdaptSegNet methods,
both of which require costly (though unsupervised) fine-
tuning on the target dataset.

We observe a second dramatic (8.8%) improvement in
performance when we also correct for within-camera shifts
in tilt and pan angles between images (VCSeg + Within-
Cam): (average of 71.1% IoU vs 62.3% IoU when ac-
counting only for between-camera shifts). Again, we see
an improvement for every target dataset, but the improve-
ment is particularly dramatic for the dashcam datasets (Qian
and Toronto-2020), where the camera was repositioned fre-
quently.

6.2. Incorporating Appearance Adaptation

We note that our full VCSeg method performs close to
but does not beat the GeoSeg method for the Qian dataset,
suggesting that, for this dataset at least, GeoSeg is capturing
some domain shift that is not accounted for by shift in the
camera parameters. To further explore this, we assessed the
performance of GeoSeg adaptation, but in the virtual cam-
era domain (Section 4.5), accounting for both between- and
within-camera shifts. Table 5 shows the results. We find
that adaptation improves results for Qian and Toronto-2020
datasets, demonstrating that for these datasets, the GeoSeg
and virtual camera approaches can be fruitfully combined.
However, for the other three datasets we find that adaptation
hurts performance.

We believe these mixed results are due to two factors.
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Target Dataset SegNet [5] GeoSeg [13] AdaptSegNet [45] VCSeg VCSeg
Old parms New parms Old parms New parms Between-Cam +Within-Cam

CamVid 39.2 57.5 61.0 60.4 65.8 73.6 73.9
Cityscapes 60.8 65.7 74.7 75.3 71.1 73.5 76.9
KITTI 39.1 52.9 46.9 47.0 56.7 71.5 80.6
Qian 31.2 29.6 58.3 56.2 52.4 43.7 56.8
Toronto-2020 44.7 34.2 65.6 65.7 60.7 49.0 67.5
Mean 43.0 50.1 61.3 60.9 61.3 62.3 71.1

Table 4. Quantitative comparison with prior adaptation methods, using a common SegNet architecture. Numbers are % IoU. See Table 2

for old and new training parameters.

First, since performance for VCSeg is already relatively
high for CamVid, Cityscapes and KITTI datasets, the ge-
ometric prior derived from source ground truth (fourth col-
umn in Table 5) is likely too weak to provide sufficiently re-
liable supervision to improve results further. Second, while
these datasets contain relatively modest appearance varia-
tions, Qian and Toronto-2020 datasets contain massive vari-
ations in weather, including snow and ice; GeoSeg is able to
handle these appearance shifts that are not handled by VC-
Seg. Our recommendation is thus to apply the two methods
together in cases when the target domain includes signifi-
cant non-geometric shifts, including weather and illumina-
tion.

Target Dataset ~ VCSeg VCSeg Geo-Prior [13]
+Geo-Adaptation [13]

CamVid 73.9 63.7 59.0
Cityscapes 76.9 76.2 73.6
KITTI 80.6 70.1 62.0
Qian 56.8 60.1 59.3
Toronto-2020 67.5 69.2 65.5
Mean 71.1 67.9 63.9

Table 5. Results of Geometry-driven adaptation in the virtual cam-
era domain. Numbers are % IoU. Geo-Prior indicates segmenta-
tion based upon the geometric prior used by GeoSeg [13], mapped
to the virtual camera.

7. Comparison with Other Architectures

To focus on the issue of geometric adaptation our com-
parisons thus far have been based on a common SegNet ar-
chitecture. Here we compare against two more recent se-
mantic segmentation approaches (Table 6): STDC-Seg [17]
and GALDNet [27], both pretrained on the Cityscapes
dataset. (Since our Cityscapes test partition is drawn from
this dataset we do not compare on Cityscapes.)

We find that despite being based upon a much simpler ar-
chitecture, our VCSeg approach performs substantially bet-
ter overall than these more recent Cityscapes-trained archi-
tectures, beating the nearest competitor by 7.3% on aver-
age. KITTI and Toronto-2020 datasets have much larger
FOVs than Cityscapes, which creates a geometric mis-
match for these non-adaptive Cityscapes-trained architec-

Target Dataset VCSeg STDC STDC2  GALDNet GALDNet
(Ours)  Seg50 Seg75 ResNet50  ResNetl101
[17] [17] [27] [27]
CamVid 73.9 74.2 76.4 79.3 78.7
KITTI 80.6 62.4 61.9 70.8 65.8
Qian 56.8 51.8 65.5 56.7 68.0
Toronto-2020 67.5 33.6 36.9 31.8 37.2
Mean 69.7 55.6 60.2 56.7 62.4

Table 6. Quantitative comparison with recent semantic segmenta-
tion architectures trained on Citysapes. Numbers are % IoU.
tures. Correctly aligning the data in the virtual camera do-
main allows VCSeg to generalize much better, leading to
much higher performance on KITTI and Toronto-2020 test
datasets. CamVid and Qian datasets, on the other hand, have
FOVs that are more similar to Cityscapes and we see here
that GALDNet performs somewhat better. This suggests
that combining VCSeg with this more powerful architecture
could lead to even further improvements.

8. Evaluating Projective Completion

VCSeg depends upon a novel projective completion
method to fill-in missing image and ground-truth informa-
tion outside the projection of the physical image. Table 7
quantifies the importance of this completion step. Substitut-
ing zero-padding for projective completion leads to a con-
sistent drop in performance across all five test datasets, av-
eraging 13.4%.

Correction of within-camera variation and projective
completion both depend on accurate estimation of vanish-
ing points. To understand the impact of vanishing point
errors on performance, the last column lists VCSeg perfor-
mance when the ground truth vanishing points are used at
inference. We do see a consistent, if relatively modest, im-
provement across all five target datasets, averaging 1.1%.
The greatest improvement is seen for Toronto-2020, which
contains relatively large variations in camera parameters.

8.1. Qualitative Results

To get a sense of some advantages of our virtual cam-
era approach, Fig. 6 compares results of all algorithms for
the image from each dataset that generate the highest loU
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Target Dataset Zero Projective Projective
Padding Completion Completion

(Est. VP) (GT VP)
CamVid 64.0 73.9 75.1
Cityscapes 69.7 76.9 77.6
KITTI 51.1 80.6 81.5
Qian 53.4 56.8 56.9
Toronto-2020 50.4 67.5 69.7
Mean 57.7 71.1 72.2

Table 7. Performance of VCSeg with and without projective com-
pletion. The last column shows for reference the performance
when ground truth vanishing points are used at inference. This
provides an upper bound on performance gains achievable through
improvements to vanishing point detection. Numbers are % IloU.

for our full VCSeg method. It is encouraging to see VCSeg
performing well even for the snowy road from the Toronto
2020 dataset. Comparing performance of VCSeg (Between-
Cam) with VCSeg (Within-Cam), it is apparent that model-
ing within-camera shifts in pan and tilt is crucial to locking
on to the left and right boundaries of the road and avoiding
fragmentation. Note that while GeoSeg and AdaptSegNet
also avoid much of the fragmentation seen in the SegNet
results, these methods are generally not as accurate at cap-
turing the left and right road boundaries.

Fig. 7 shows failure modes, i.e., results for the images
that generate the lowest IoU for our full VCSeg method.
We note that for four of the five cases (CamVid, KITTI,
Qian, Toronto-2020), our version of VCSeg that only mod-
els between-camera shifts performs relatively well, suggest-
ing that these failures may arise from errors in vanishing
point estimation. Improvements to this component of the
pipeline would likely address some of these failure modes.

More results can be found in the supplementary file.

9. Conclusions and Future Research

Shift in camera parameters is a major reason road seg-
mentation systems fail to generalize to new domains. Our
results show that these geometric camera parameter shifts
can be addressed by reprojecting images to a common Vir-
tual camera plane and using a projective completion method
to fill resulting gaps in the imagery prior to training. Cor-
recting for between-camera shifts leads to a 12.2% im-
provement in IoU performance, while correcting for within-
camera shifts leads to an additional 8.8% improvement,
for a total of 21% (50.1% to 71.1%). Appearance adap-
tation [13] can further boost performance for datasets with
substantial weather variations.

Future work will examine more reliable methods for van-
ishing point estimation, to handle curved roads, for exam-
ple, and whether modeling of camera roll and lateral trans-
lation can further improve performance. Ultimately, bet-
ter methods for fusing these geometric adaptation methods

CamVid

Cityscapes

-—qus&-..\‘n‘-

KITTI
Bl . o caea—ea —a
Qian
E i, R, _am, G i, i,
Toronto 2020
VCSeg VCSeg
Ground Adapt- .
Image SegNet  GeoSeg Between- +Within-
truth SegNet

am Cam
Figure 6. Successes: Image from each dataset for which our full
VCSeg method obtains the highest IoU.

» CamVid
Wuﬂfﬂ,‘.‘" -
Cityscapes
SN g S iy
KITTI
- e P L
Qian
[/
Toronto 2020

VCSeg VCSeg

Ground Adapt- .
Between- +Within-

Image SegNet  GeoSeg
truth SegNet
Cam Cam
Figure 7. Failures: Image from each dataset for which our full

VCSeg method obtains the lowest IoU.

with state-of-the-art appearance adaptation methods will
lead to road segmentation systems that can be deployed re-
liably on various platforms and in diverse environments.
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