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Abstract

Image-based virtual try-on techniques have shown great promise for enhancing the user-experience and improving customer satisfaction on fashion-oriented e-commerce platforms. However, existing techniques are currently still limited in the quality of the try-on results they are able to produce from input images of diverse characteristics. In this work, we propose a Context-Driven Virtual Try-On Network (C-VTON) that addresses these limitations and convincingly transfers selected clothing items to the target subjects even under challenging pose configurations and in the presence of self-occlusions. At the core of the C-VTON pipeline are: (i) a geometric matching procedure that efficiently aligns the target clothing with the pose of the person in the input images, and (ii) a powerful image generator that utilizes various types of contextual information when synthesizing the final try-on result. C-VTON is evaluated in rigorous experiments on the VITON and MPV datasets and in comparison to state-of-the-art techniques from the literature. Experimental results show that the proposed approach is able to produce photo-realistic and visually convincing results and significantly improves on the existing state-of-the-art.

1. Introduction

In the age of online shopping, virtual try-on technology is becoming increasingly important and a considerable amount of research effort is being directed towards this area as a result [2]. Especially appealing here are image-based virtual try-on solutions that do not require specialized hardware and dedicated imaging equipment, but are applicable with standard intensity images, e.g., [3, 4, 7, 8, 12]. As illustrated in Figure 1, the goal of such solutions is to replace a piece of clothing in an input image with a target garment as realistically as possible. This allows for the design of virtual fitting rooms that let consumers try-on clothes without visiting (brick and mortar) stores, and also benefits retailers by reducing product returns and shipping costs [1, 2, 20].

Existing solutions to image-based virtual try-on are dominated by two-stage approaches (and their extensions) that typically include: (i) a geometric matching stage that aligns the target clothing to the pose of the person in the input image, and estimates an approximate position and shape of the target garment in the final try-on result, and (ii) an image synthesis stage that uses dedicated generative models (e.g., Generative Adversarial Networks (GANs) [9]), together with various refinement strategies to synthesize the final try-on image based on the aligned clothing and different auxiliary sources of information, e.g., pose keypoints, parsed body-parts, or clothing annotations among others [3, 12, 35]. To further improve on this overall framework, various enhancements have also been proposed, including: (i) refinements of the data fed to the geometric matching stage [23, 35, 36], (ii) integration of clothing segmentations into the synthesis procedure [35, 36], and (iii) the use of knowledge distillation schemes to minimize the impact of parser-related errors [8, 16].

While the outlined advances greatly improved the quality of the generated try-on results, the loss of details on the transferred garments that is often a consequence of difficulties with the geometric matching stage still represents a ma-
ior challenge to image-based virtual try-on solutions [4, 12, 34]. Additionally, poor quality (human/clothing) parsing results typically still lead to unconvincing try-on images with garment textures being placed over incorrect body parts. Although recent (destilled) parser-free models, e.g., [16, 8], address this issue to some degree, they still inherit the main characteristics of the teacher models (including parsing issues) and often struggle with the generation of realistic body-parts, such as hands or arms.

In this paper, we propose a Context-Driven Virtual Try-On Network (C-VTON) that aims to address these issues. To improve the quality of the generated on-garment textures and logotypes, we design a novel geometric matching module that conditions the pose-matching procedure on body-segmentations only, and, therefore, minimizes the dependence on multiple (potentially error-prone) pre-processing steps. Additionally, we formulate learning objectives for the module’s training procedure that penalize the appearance of the aligned clothing solely within the body area (while ignoring other body parts) to ensure that challenging pose configuration and self-occlusions (e.g., from hands) do not adversely affect performance. This design leads to realistic virtual try-on results with convincing details, as also shown in Figure 1. Finally, we develop a powerful context-aware image generator (CAG) that utilizes contextual cues in addition to the warped clothing to steer the synthesis process. The generator is designed as a standard residual network, but relies on conditional (context-dependent) normalization operations (akin to SPADE layers [24]) to ensure the contextual information is considered to a sufficient degree when generating virtual try-on result. In summary, we make the following main contributions in this paper:

- We propose a novel image-based approach to virtual try-on, named Context-Driven Virtual Try-On Network (C-VTON), that produces state-of-the-art results with input images of diverse characteristics.
- We design a simplified geometric matching module, termed Body-Part Geometric Matcher (BFGM), capable of producing accurate garment transformations even with subjects in challenging poses and arm configurations.
- We introduce a Context-Aware Generator (CAG) that allows for the synthesis of high-quality try-on results by making use of various sources of contextual information.

2. Related work

Image-based virtual try-on techniques have recently appeared as an appealing alternative to traditional try-on solutions that rely on 3D modeling and dedicated computer-graphics pipelines [10, 25, 26, 30]. The pioneering work from [17, 27], for example, approached the virtual try-on task as an image analogy problem with promising results. However, due to the lack of explicit (clothing) deformation modelling, the generated images exhibited only limited photo realism. To address this shortcoming, Han et al. [12] proposed a two-stage approach, named VITON, that used a coarse-to-fine image generation strategy and utilized a Thin-Plate Spline (TPS) transformation [6] to align the image of the desired clothing with the pose of the target subject. Wang et al. [34] improved on this approach with CP-VTON, which introduced a Geometric Matching Module (GMM) that allowed to learn the TPS clothing transformations in an end-to-end manner (similarly to [28]) and led to impressive try-on results. Follow-up work further refined the geometric matching stage using various mechanisms. CP-VTON+ [23], for instance, improved the human mask fed to the GMM. VTNFP [36] designed an elaborate person representation as the input to the GMM, whereas LA-VITON [21] and ACGPN [35] introduced additional transformation constraints when training their warping/matching modules. With C-VTON we follow the outlined body of work and design a novel matching module based on simplified inputs that can be estimated reliably even in the presence of considerable appearance variability. We achieve this by conditioning the module on body-parts only and leveraging the power of recent human-parsing models.

Several solutions have also been presented in the literature to improve the quality of the generated try-on results during the image synthesis stage. MG-VTON [4], ACGPN [35] and VITON-HD [3], for example, proposed using secondary neural networks that generate clothing segmentations matching the target garment and utilizing these as additional sources of information for the generator. SWUTON [16] and PF-AFN [8] employed a teacher-student knowledge distillation scheme to alleviate the need for error-prone (intermediate) processing steps that often contribute to difficulties with existing try-on approaches. FEGAN [5] and VITON-HD [3] followed recent developments in image synthesis [24] and introduced generators with conditional normalization layers to help with the quality and realism of the synthesized try-on results. Similarly to these techniques, C-VTON also uses an advanced image generator with conditional normalization layers in the synthesis step, but capitalizes on the use of contextual information to steer the generation process. Furthermore, three powerful discriminators are employed in an adversarial training procedure to make full use of the available contextual information and improve the realism of the generated results.

3. Context-Driven Virtual Try-On Network

We propose a Context-Driven Virtual Try-On Network (C-VTON) that relies on robust pose matching and contextualized synthesis to generate visually convincing virtual try-on results. Formally, given an input image of a subject, \( I \in \mathbb{R}^{w \times h \times 3} \), and a reference image of some target clothing, \( C \in \mathbb{R}^{w \times h \times 3} \), the goal of the model is to synthesize a
Figure 2. Overview of the proposed Context-Driven Virtual Try-On Network (C-VTON) that given an input image of a subject I and some target clothing C generates a visually convincing virtual try-on image IC. C-VTON is designed as a two-stage pipeline comprising a Body-Part Geometric Matcher (BPGM) that pre-aligns the target clothing C with the pose of the subject in I and a Context-Aware Generator (CAG) that generates the final try-on image IC based on the warped clothing and other sources of contextual information.

As illustrated in Figure 2, C-VTON is designed as a two-stage pipeline with two main components: (i) a Body-Part Geometric Matcher (BPGM) that warps the reference image of the target clothing C to match the pose of the subject in the input image I, and (ii) a Context-Aware Generator (CAG) that uses the output of the BPGM together with various sources of contextual information to generate the final (virtual) try-on result IC. Details on the two components are given in the following sections.

3.1. The Body-Part Geometric Matcher (BPGM)

The first stage of the C-VTON pipeline consists of the proposed BPGM, and is responsible for estimating the parameters of a Thin-Plate Spline (TPS) [6] transformation that is used to align the target clothing with the pose of the person in the input image I. This allows for approximate positional matching of the target garment and helps to make the task of the generator in the next stage easier. As shown in Figure 3, the BPGM takes a reference image of the target clothing C and body segmentations S as input, and then produces a warped version Cw of the target clothing at the output. The body segmentations S ∈ {0, 1}w×h×d are generated using the DensePose model from [11] and contain d = 25 channels (classes), each corresponding to a different body part. Compared to other virtual try-on architectures that utilize complex clothing-agnostic person representations, e.g., [3, 16, 34], to obtain geometric clothing transformations, BPGM relies on body-part segmentations only, which are sufficient for reliably matching target garments to person images, as we show in our experiments.

**BPGM Architecture.** The proposed BPGM follows the design of the Geometric Matching Module (GMM) from [34] and consists of two distinct encoders, E1 and E2. The first takes the target clothing C as input and generates a corresponding feature representation ψE1 ∈ Rw1×h1×df. Similarly, the second encoder accepts the body segmentations S at the input and produces a feature representation ψE2 ∈ Rw2×h2×df at the output. Here, w1 and h1 represent spatial dimensions that depend on the depth of the encoders and df denotes the number of output channels. Next, the feature representations are normalized channel-wise to unit L2 norm, spatially flattened and organized into a matrix Ψ = [E1 E2] ∈ Rw1×h1 ×df, which serves as the basis for computing the correlation matrix Corr [28], i.e.:

$$\text{Corr} = \Psi_1^T \Psi_2 \in R(w_1 h_1) \times (w_2 h_2).$$

The correlation matrix Corr is then fed into a regressor, R, which predicts a parameter vector θ (with 2n^2 dimensions) that corresponds to x and y offsets on an n × n grid, according to which the target clothing C is warped.

**Training Objectives.** Three loss functions are used to learn the parameters of the BPGM, i.e.:

- A **target shape loss (L_{shp})** that encourages the warping procedure to render the target clothing in a shape that matches the pose of the subject in I, i.e.:

$$L_{shp} = \|M_w - M_c\|_1 = \|T_\theta(M_t) - M_c\|_1,$$

where Mt and Mw are binary masks corresponding to the original (C) and warped target clothing (Cw), respectively, Mt is a binary mask corresponding to the clothing area in the input image (generated with the segmentation...
model of Li et al. from [22]), and \( T_\theta \) denotes the TPS transformation parameterized by \( \theta \).

- **An appearance loss** (\( \mathcal{L}_{\text{app}} \)) that forces the visual appearance of the warped clothing \( C_w \) within the body area \( M_b \) to be as similar as possible to the input image \( I \), i.e.:
  \[
  \mathcal{L}_{\text{app}} = \| C_w \odot M_b - I_b \|_1, \tag{3}
  \]
  where \( \odot \) is the Hadamard product and \( M_b \) a binary masks of the body area (a channel in \( S \)), and \( I_b = I \odot M_b \).

- **A perceptual loss** (\( \mathcal{L}_{\text{vgg}} \)) that ensures that the target clothing and its warped version contain the same semantic content within the body area, i.e. [19]:
  \[
  \mathcal{L}_{\text{vgg}} = \sum_{i}^{n} \lambda_i \| \phi_i(C_w \odot M_b) - \phi_i(I \odot M_b) \|_1, \tag{4}
  \]
  where \( \phi_i(\cdot) \) is a feature map generated before each (of the \( n = 5 \)) max-pooling layer of a VGG19 [32] model (pre-trained on ImageNet), and \( \lambda_i \) is the corresponding weight.

Among the above losses, \( \mathcal{L}_{\text{shp}} \) aims to match the general garment area, while \( \mathcal{L}_{\text{app}} \) and \( \mathcal{L}_{\text{vgg}} \) are designed to specifically match the on-garment graphics, without forcing the BPGM matcher to align sleeves, which are often a source of unrealistic transformations used later by the generator.

Finally, the **joint learning objective** for the BPGM is:
\[
\mathcal{L}_{\text{BPGM}} = \lambda_{\text{shp}} \mathcal{L}_{\text{shp}} + \lambda_{\text{app}} \mathcal{L}_{\text{app}} + \lambda_{\text{vgg}} \mathcal{L}_{\text{vgg}}, \tag{5}
\]
where \( \lambda_{\text{shp}}, \lambda_{\text{app}} \) and \( \lambda_{\text{vgg}} \) are balancing weights. The parameters of the BPGM are learned over a dataset of input images \( I \) with matched images of target clothing \( C \).

### 3.2. The Context-Aware Generator (CAG)

The second stage of the C-VTON pipeline consists of the Context-Aware Generator (CAG) and is responsible for synthesizing the final virtual try-on image \( I_C \) given the warped target clothing and other contextual cues as input. To simplify the discussion in the remainder of the section, we jointly refer to all inputs of the generator as **Image Context** (IC) hereafter, and define it as a channel-wise concatenation of the body-part segmentations \( S \), the input image with masked clothing area \( I_m \) (computed as \( I_m = I \odot M \)), and the target and warped clothing images, \( C \) and \( C_w \), respectively, i.e., \( IC = S \oplus I_m \oplus C \oplus C_w \). A visual illustration of \( IC \) is presented at the top of Figure 4(a).

**CAG Design.** The context-aware generator consists of a sequence of ResNet blocks [13] and \((2 \times)\) upsampling layers augmented with what we refer to as **Context-Aware Normalization (CAN)** operations. Similarly to recent spatially-adaptive normalization mechanisms used in the field of conditional image synthesis [24, 31], the proposed CAN layers are designed to efficiently utilize the information from the image context \( IC \) and feed the generator with critical contextual information. As illustrated Figure 4(a), this is done at different resolutions to ensure \((i)\) that the activations of the generator are spatially normalized at different levels of granularity, and \((ii)\) that the information on the targeted semantic layout and desired appearance of the synthesized output is propagated efficiently throughout the generator.

Each ResNet block of the generator has two inputs: the image context \( IC \), and the activation map from the previous model layer. The only exception here is the first ResNet block of the generator that uses image context \( IC \) at the smallest resolution \((8 \times 6\) pixels\)) for both inputs, as shown in Figure 4(a). The utilized ResNet blocks consist of a sequence of batch-normalization and convolutional layers repeated twice with CAN operations preceding the convolutional layers. If the output of the batch normalization is denoted as \( X_{\text{BN}} \), then the context-aware normalization can formally be defined as: \( X_{\text{CAN}} = X_{\text{BN}} \odot \gamma + \beta \), where \( \odot \) denotes the Hadamard product and \( X_{\text{CAN}} \) is the normalized output. \( \gamma \) and \( \beta \) stand for (spatial) scale and bias parameters with the same dimensionality as \( X_{\text{BN}} \). The parameters are learned during the training procedure and computed using three convolutional layers, one of which is shared to first project \( IC \) onto a joint embedding space before estimating the values of \( \gamma \) and \( \beta \) with distinct convolutional operations.
Training Objectives. Two types of losses are designed to learn the parameters of C-VTON’s generator, i.e.:

- A perceptual loss ($\mathcal{L}_{\text{per}}$) that encourages the generator to produce a virtual try-on result as close as possible to the reference input image $I$ in terms of semantics. Because the loss assumes the desired target appearance $I_C$ is known, the image context $I_C$ is constructed with target clothing $C$ that matches the one in the input image $I$, i.e.:

$$\mathcal{L}_{\text{per}} = \sum_{i=1}^{n} \tau_i \| \phi_i(I_C) - \phi_i(I) \|_1, \quad (6)$$

where $\phi_i(\cdot)$ are feature maps produced by a pretrained VGG19 [32] model before each of the $n = 5$ max-pooling layer, $\tau_i$ is the $i$-th balancing weight, and $I_C$ is the try-on result generated with the matching target clothing.

- Three adversarial losses defined through three discriminators, each aimed at realistic generation of different aspects of the final try-on image:

  - The segmentation discriminator ($D_{\text{seg}}$), inspired by [31], aims to ensure realistic body-part generation by predicting (per-pixel) segmentation maps $S$ and their origin (real or fake). Given an input image ($I$ or $I_C$), $D_{\text{seg}}$ outputs a $w \times h \times (d+1)$ dimensional tensor, where the first $d$ channels contain segmented body parts and the $(d+1)$-st channel encodes whether a pixel is from a real or generated data distribution. $D_{\text{seg}}$ is trained by minimizing a $(d+1)$-class cross-entropy loss, i.e.:

$$\mathcal{L}_{D_{\text{seg}}} = -\mathbb{E}_{(I,S)} \left[ \sum_{k=1}^{d} \alpha_k (S_k \odot \log D_{\text{seg}}(I)_k) \right] - \mathbb{E}_{I_C} \left[ \log D_{\text{seg}}(I_C)_{d+1} \right], \quad (7)$$

where the first (segmentation-related) term applies to the (real) input images $I$ and penalizes the first $d$ output channels, and the second term penalizes the last remaining channel generated from the synthesized image $I_C = C\Lambda G(I_C)$. $\alpha_k$ is a balancing weight calculated as the inverse frequency of the body-part in the given channels of the segmentation map $S$, i.e., $\alpha_k = hw/[S_k]$, where $[\cdot]$ is a cardinality operator. The corresponding adversarial loss ($\mathcal{L}_{\text{seg}}$) for the generator is defined as:

$$\mathcal{L}_{\text{seg}} = -\mathbb{E}_{(I_C,S)} \left[ \sum_{k=1}^{d} \alpha_k (S_k \odot \log D_{\text{seg}}(I_C)_k) \right]. \quad (8)$$

- The matching discriminator ($D_{\text{mth}}$) aims to encourage the generator to synthesize output images with the desired target clothing by predicting whether the target garment $C$ corresponds to the clothing being worn in either $I$ or $I_C$. Formally, we train $D_{\text{mth}}$ by minimizing the following learning objective:

$$\mathcal{L}_{D_{\text{mth}}} = -(1 - \mathbb{E}_{I,C}) \left[ \log D_{\text{mth}}(I,C) \right] - \mathbb{E}_{(I,C)} \left[ \log (1 - D_{\text{mth}}(I,C,C)) \right], \quad (9)$$

leading to the following generator loss ($\mathcal{L}_{\text{mth}}$):

$$\mathcal{L}_{\text{mth}} = -\mathbb{E}_{I,C} \left[ \log D_{\text{mth}}(I,C) \right]. \quad (10)$$

- The patch discriminator ($D_{\text{ptc}}$) contributes towards realistic body-part generation by focusing on the appearances of local patches, $P = \{p_1, ..., p_m\}$, $p_i \in \mathbb{R}^{w_p \times h_p \times 3}$, centered at $m = 5$ characteristic body-parts, i.e., the neck, and both upper arms and forearms. Different from PatchGAN [15], where patches are extracted implicitly through convolutional operations in the discriminator, we sample the patches from fixed locations based on the segmentation map $S$. The discriminator is trained to distinguish between real and generated body areas based on the following objective:

$$\mathcal{L}_{D_{\text{ptc}}} = -\mathbb{E}_{P_{\text{real}}} \left[ \log D_{\text{ptc}}(P_{\text{real}}) \right] - \mathbb{E}_{P_{\text{fake}}} \left[ \log (1 - D_{\text{ptc}}(P_{\text{fake}})) \right], \quad (11)$$

where $P_{\text{real}}$ and $P_{\text{fake}}$ correspond to patches extracted from the real and generated images $I$ and $I_C$, respectively. The generator loss then takes the following form:

$$\mathcal{L}_{\text{ptc}} = -\mathbb{E}_{P_{\text{fake}}} \left[ \log D_{\text{ptc}}(P_{\text{fake}}) \right]. \quad (12)$$

The joint objective for training C-VTON’s context-aware generator is a weighted sum of all loss terms, i.e.:

$$\mathcal{L}_G = \lambda_{\text{per}} \mathcal{L}_{\text{per}} + \lambda_{\text{seg}} \mathcal{L}_{\text{seg}} + \lambda_{\text{mth}} \mathcal{L}_{\text{mth}} + \lambda_{\text{ptc}} \mathcal{L}_{\text{ptc}}, \quad (13)$$

where $\lambda_{\text{per}}$, $\lambda_{\text{seg}}$, $\lambda_{\text{mth}}$ and $\lambda_{\text{ptc}}$ denote hyperparameters that determine the relative importance of each loss term.

4. Experiments

In this section we now present experiments that: (i) compare C-VTON to competing models, (ii) demonstrate the impact of key components on performance, and (iii) explore the characteristics of the proposed model.

4.1. Datasets

Following prior work [8, 16, 23, 35], two datasets are selected for the experiments, i.e., VITON [12] and MPV [4].

VITON [12] is a popular dataset for evaluating virtual try-on solutions and consists of 14,221 training and 2032 testing pairs of images (i.e., subjects and target clothing) with a resolution of 256 × 192 pixels. For the experiments, duplicate images in the training and test sets are filtered out, leaving 8586 image pairs in the training set and 416 image pairs in the test set. After duplicate removal, the test set
contains unique images not seen during training and allows for a fair comparison between different approaches.

MPV [4] represents another virtual try-on dataset with 35,687 person images (256 × 192) wearing 13,524 unique garments. Different from VITON, MPV exhibits a higher degree of appearance variability with larger differences in zoom level and viewpoint. For the experiments, the images in MPV are prefiltered to feature only (close to) frontal views in accordance with standard methodology, e.g., [8, 16]. The final train and test sets contain 17,400 paired and 3662 unpaired person and clothing images.

4.2. Implementation Details

C-VTON is implemented in Python using PyTorch. Most modules utilized in the processing pipeline build on ResNet-like blocks [13] that consist of two conv+ReLU layers and a trainable shortcut connection. Architectural details for the main C-VTON components are given below.

The Body-Part Geometric Matcher (BPGM) consists of 2 encoders, $E_1$ and $E_2$, with 5 stacked convolutional layers, followed by a downsampling operation, a ReLU activation function and batch normalization. The feature regressor $R$ is implemented with 4 convolutional layers, each followed by a ReLU activation and batch normalization layers. An 18-dimensional linear output layer is used to obtain the parameters ($\theta$) for thin-plate spline transformation.

The Context-Aware Generator (CAG) consists of ResNet blocks with context-aware normalization added before every convolutional layer. We use 6 such blocks each followed by an (2×) upsampling layer. Contextual inputs are resized to match each block’s input resolution. An exponential moving average (EMA) is applied over generator weights with a decay value of 0.9999, similarly to [33].

Discriminators. The matching discriminator $D_{mbh}$ is implemented with two encoders (one for $C$ and one for $I_C$) consisting of 6 ResNet blocks each. The output of the encoders is concatenated and fed to a linear layer that produces the final output. The patch discriminator $D_{ptc}$ comprises 4 ResNet blocks arranged in an encoder architecture, with a fully-connected layer on top. The segmentation distinguisher $D_{seg}$ has an UNet [29] encoder-decoder architecture and consists of a total of 12 ResNet blocks.

Training Details. The ADAM optimizer [18] is used for the training procedure with a learning rate of $lr_{BPGM} = 0.0001$ for the BPGM, $lr_{G} = 0.0001$ for the generator and $lr_{D} = 0.0004$ for the discriminators. All weights in the learning objectives from Eqs. (4), (5), (6) and (13) are set to 1, except for $\lambda_{seg} = 0.1$ and $\lambda_{per} = 10$. The geometric matcher is trained for 30 epochs and the generator for 100 in all configurations. Source code is available at https://github.com/benquick123/C-VTON.

4.3. Quantitative Results

To demonstrate the performance of C-VTON, we first analyze Fréchet Inception Distances (FID [14]) and Learned Perceptual Image Patch Similarities (LPIPS) [37] over processed VITON and MPV test images and conduct a human perceptual study (similarly to [8, 12, 34]) on the MTurk platform. For comparison purposes, we also report result for multiple state-of-the-art models, i.e., CP-VTON [34], CP-VTON+ [23], ACGPN [35], PF-AFN [8] and S-WUTON [16]. Pretrained (publicly released) models are used for the experiments to ensure a fair comparison, except for S-WUTON, where synthesized test images were made available for scoring by the authors of the model.

FID and LPIPS Scores. A quantitative comparison of C-VTON and the selected competitors is presented in Table 1. We note that the results for PF-AFN on MPV are borrowed from [8], since no pretrained model is publicly available for this dataset. As can be seen, C-VTON significantly outperforms all competing models on both datasets. On VITON it reduces the FID score by 28.2% compared to the runner-up and the LPIPS measure by 53.6%. Similar (relative) performances are also observed on MPV, where C-VTON again leads to comparable reductions in FID and LPIPS scores when compared to the runner-ups. We attribute these results to the simplified geometric matching procedure used in C-VTON and the inclusion of diverse contextual information in the final image synthesis step.

Human Perceptual Study. We also evaluate C-VTON through a human perceptual study to analyze the (subjectively) perceived quality of the generated try-on images. In

<table>
<thead>
<tr>
<th>Data</th>
<th>Model</th>
<th>Published</th>
<th>FID$_\mu$</th>
<th>LPIPS$_\mu$ ($\mu \pm \sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VITON</td>
<td>CP-VTON [34]</td>
<td>ECCV 2018</td>
<td>47.36</td>
<td>0.303 ± 0.043</td>
</tr>
<tr>
<td></td>
<td>CP-VTON+</td>
<td>CVPRW 2020</td>
<td>41.37</td>
<td>0.278 ± 0.041</td>
</tr>
<tr>
<td></td>
<td>ACGPN [35]</td>
<td>CVPR 2020</td>
<td>37.94</td>
<td>0.233 ± 0.047</td>
</tr>
<tr>
<td></td>
<td>PF-AFN [8]</td>
<td>CVPR 2021</td>
<td>27.23</td>
<td>0.237 ± 0.049</td>
</tr>
<tr>
<td></td>
<td>C-VTON</td>
<td>This work</td>
<td>19.54</td>
<td>0.108 ± 0.033</td>
</tr>
<tr>
<td>MPV</td>
<td>S-WUTON [16]</td>
<td>ECCV 2020</td>
<td>8.188</td>
<td>0.161 ± 0.070</td>
</tr>
<tr>
<td></td>
<td>PF-AFN* [8]</td>
<td>CVPR 2021</td>
<td>6.429</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>C-VTON</td>
<td>This work</td>
<td>4.846</td>
<td>0.073 ± 0.039</td>
</tr>
</tbody>
</table>

Table 1. Quantitative comparison of C-VTON and competing state-of-the-art models in terms of FID and LPIPS scores - lower is better, as also indicated by the corresponding arrows.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Published</th>
<th>vs. C-VTON</th>
</tr>
</thead>
<tbody>
<tr>
<td>VITON</td>
<td>CP-VTON [34]</td>
<td>ECCV 2018</td>
<td>0.766</td>
</tr>
<tr>
<td></td>
<td>CP-VTON+</td>
<td>CVPRW 2020</td>
<td>0.756</td>
</tr>
<tr>
<td></td>
<td>ACGPN [35]</td>
<td>CVPR 2020</td>
<td>0.674</td>
</tr>
<tr>
<td></td>
<td>PF-AFN [8]</td>
<td>CVPR 2021</td>
<td>0.527</td>
</tr>
<tr>
<td>MPV</td>
<td>S-WUTON [16]</td>
<td>ECCV 2020</td>
<td>0.607</td>
</tr>
</tbody>
</table>

Table 2. Results of the human perceptual study reported in terms of the frequency C-VTON generated results were preferred over others. The study was conducted with 100 randomly selected images for each dataset and 70 human participants.
Figure 5. Comparison of C-VTON (ours) and several recent state-of-the-art models on the VITON (left) and MPV (right) datasets. Areas of interest in the synthesized images are marked with a red bounding box. C-VTON performs considerably better than competing models when synthesizing arms and hands and also better preserves on-shirt graphics. Best viewed electronically and zoomed-in for details.

Table 3. Ablation study results. For each C-VTON variant (A1-A4) one key component is ablated to demonstrate its contribution.

<table>
<thead>
<tr>
<th>Model</th>
<th>VITON</th>
<th>MPV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(FID_1)</td>
<td>(LPIPS_1)</td>
</tr>
<tr>
<td>C-VTON</td>
<td>19.535</td>
<td>0.108 ± 0.033</td>
</tr>
<tr>
<td>A1: w/o CAN</td>
<td>24.321</td>
<td>0.162 ± 0.037</td>
</tr>
<tr>
<td>A2: w/o BPGM</td>
<td>24.422</td>
<td>0.140 ± 0.036</td>
</tr>
<tr>
<td>A3: w/o (D) (\dagger)</td>
<td>21.359</td>
<td>0.109 ± 0.033</td>
</tr>
<tr>
<td>A4: w/o EMA</td>
<td>24.371</td>
<td>0.150 ± 0.035</td>
</tr>
</tbody>
</table>

\(\dagger\) \(D\) stands for the set of discriminators \(D = \{D_{seg}, D_{mth}, D_{ptc}\}\).

4.4. Qualitative Results

Next, we explore the performance of C-VTON through visual comparisons with competing models in Figure 5. Due to the unavailability of a pretrained PF-AFN model for MPV, C-VTON is only compared to S-WUTON on this dataset. As can be seen from the presented examples, the proposed approach generates the most convincing virtual try-on results and performs particularly well with hand and on-shirt graphics synthesis. The results clearly show that visually convincing virtual try-on results can be produced with C-VTON even with subjects imaged in difficult poses and with challenging arm/hand configurations.

Among the evaluated competitors, PF-AFN produces the most convincing results on the VITON dataset. However, as illustrated by the presented examples, the method sometimes does not preserve arms, the initial body shape and/or the pose of the subjects, whereas C-VTON fares much better in this regard. The remaining approaches, i.e., CP-VTON, CP-VTON+ and ACGPN, produce less convincing results and often fail to preserve certain (non-transferable) image parts (e.g. trousers and skirts) and textures from the target garment. On MPV, S-WUTON similarly struggles to preserve arms and body shape, while our model synthesizes both well. The excellent performance of C-VTON in this regard is the results of the body-part segmentation procedure used and the set of carefully designed discriminators that ensure realism of the generated images.

4.5. Ablation Study

C-VTON relies on several key components to facilitate image-based virtual try-on. To demonstrate the impact of
these components on performance, an ablation study is conducted. Specifically, four C-VTON variants and implemented, i.e.: (i) C-VTON without CAN operations (A1), (ii) C-VTON without the BPGM (A2), (iii) C-VTON without the discriminators (A3), and (iv) C-VTON without the exponential moving average - EMA (A4).

The results in Table 3 show that FID and LPIPS scores increase when any of the key components is ablated. Interestingly, the absence of CAN operations seems to affect results the most, while the discriminators appear to contribute the least. However, when looking at the visual examples in Figure 6, we see that the discriminators critically affect the final image quality despite the somewhat smaller change in quantitative scores. The difference is especially noticeable when comparing sharpness and artefacts when training C-VTON with or without the discriminators. Furthermore, CAN operations contribute to sleeve and arm generation, the BPGM to a higher quality of on-garment graphics, and EMA to more realistic garment shapes. C-VTON combines these contributions without creating new artefacts, as illustrated by the results for the complete model.

4.6. Strengths and Weaknesses

Finally, we demonstrate some of C-VTON’s strengths and weaknesses by: (i) presenting virtual try-on results for multiple target garments and different subjects, (ii) highlighting the benefits of the proposed geometric matcher, and (iii) illustrating some of the model’s limitations.

Multiple Targets and Subjects. Figure 7 shows visual try-on results for two distinct subjects and 6 different target garments with varying sleeve lengths. Note that despite the fact that the arms are completely covered in the input images, C-VTON is able to generate realistic try-on results with convincing arm appearances. Varying sleeve lengths are also transferred well onto the synthesized images.

GMM vs. BPGM. Figure 8 shows a comparison between the original geometric matching module (GMM) from [34] and the proposed body-part geometric matcher (BPGM). Note that our BPGM generates more realistic warps that better preserve the shape and texture of the target clothing in the final try-on result. As illustrated by the example in the top row, the better alignment ensured by the BPGM leads to a correctly rendered V-neck. Similarly, on-shirt graphics are better preserved when the proposed BPGM is used instead of the original GMM, as seen by the example in the bottom row of Figure 8.

Limitations. Issues with the masking procedure (of $I_m$) when generating the image context $I_C$, loose clothing in the input images, and the inability of the model to differentiate between the front and backside of the target garment $C$ are among the main causes for some of the less convincing virtual try-on results produced with C-VTON. These causes lead to unrealistic and soft garment edges, incorrectly synthesized clothing types and improperly rendered neck areas. Similar limitations are also observed with the competing models, as seen from the presented examples in Figure 9.

5. Conclusion

In this paper, we proposed C-VTON, a novel approach to image-based virtual try-on capable of synthesizing high-quality try-on results across a wide range of input-image characteristics. The model was evaluated in extensive experiments on the VITON and MPV datasets and was shown to clearly outperform the state-of-the-art. Additional results that further highlight the merits of the proposed approach are available in the Supplementary Material.
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