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Abstract

Efficient video architecture is the key to deploying video recognition systems on devices with limited computing resources. Unfortunately, existing video architectures are often computationally intensive and not suitable for such applications. The recent X3D work presents a new family of efficient video models by expanding a hand-crafted image architecture along multiple axes, such as space, time, width, and depth. Although operating in a conceptually large space, X3D searches one axis at a time, and merely explored a small set of 30 architectures in total, which does not sufficiently explore the space. This paper bypasses existing 2D architectures, and directly searched for 3D architectures in a fine-grained space, where block type, filter number, expansion ratio and attention block are jointly searched. A probabilistic neural architecture search method is adopted to efficiently search in such a large space. Evaluations on Kinetics and Something-Something-V2 benchmarks confirm our AutoX3D models outperform existing ones in accuracy up to 1.3\% under similar FLOPs, and reduce the computational cost up to \(\times 1.74\) when reaching similar performance.

1. Introduction

Video models are arguably living in a much larger design space than image models, as they are expected to abstract information in both spatial- and temporal dimensions, which requires a larger set of layer types and more complicated arrangements of the layers. However, many existing video models are simply built on top of image models, which are tailored to process video by applying image models to individual/a stack of frames (e.g. two-stream network [38]), replacing 2D- with 3D convolution (e.g. C3D [34], I3D [2], S3D [42], CSN [35]), or adding temporal convolution (e.g. R(2+1)D [36]). Such an image-to-video design process has served us as a fast path to build video architectures, but may also limit our exploration of the video architectures. On the other side, to design video architectures from scratch, one needs to take into account many more factors, than that of image recognition models. For example, one has to not only extend the inputs, features, and/or filter kernels into the temporal axis [2], but also strike a balance over many factors, such as the depth (number of layers), width (filter number), and spatial resolution, to achieve a good Accuracy-To-Complexity (ATC) trade-off [33].

Recently, machine-designed architectures by Neural Architecture Search (NAS) have surpassed the human-designed ones for image recognition [28, 24, 33, 44]. For video action recognition, the latest work X3D [9] placed a new milestone in this line: it progressively expanded a hand-crafted 2D architecture into 3D spatial-temporal ones, by expanding along multiple axes, including space, time, width, and depth. As the joint search space of all axes is extremely large, X3D only searches over one axis at a time, progressively expanding the architectures to meet the
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target complexity. Although competitive ATC trade-off is achieved, those architectures are searched after only exploring 30 architectures in the space, which includes a total of 3,780 architectures. Can we search video architectures with better ATC if the design space is more sufficiently explored?

Moreover, X3D models still conform to many manual design choices in the hand-crafted 2D architecture based on MobileNet [31]. For example, the temporal-spatial kernel size is fixed to be $3 \times 3^2$ for depthwise convolution in the 3D MBConv (Mobile Inverted Bottleneck Conv) building block, the expansion rate is fixed to be $2.25$, and all blocks in the same stage choose the same number of filters while the difference in the number of filters between blocks from neighboring stages is always $2 \times$. For the model architecture, X3D only explores to uniformly expand the number of filters and number of blocks to change the model complexity. Can we go beyond hand-crafted 2D architectures, and directly search for 3D architectures while allowing different architectures in individual building blocks?

This paper aims to address those questions, and takes steps further towards the direction of efficient video recognition. The goal is fundamentally challenging as it requires us to rethink the design space of the video architecture, relax many constraints which are made to facilitate manual exploration, and more aggressively explore the design space.

To this end, this paper directly searches for efficient video architecture, leading to our work of AutoX3D. Different from X3D which ignores the variations of the block types and only uniformly expands the channels, we introduce a fine-grained search space for efficient video models, by including more efficient operations. Unlike the conventional differentiable NAS (e.g. DARTS [20]), which repeatedly stacks the cells of the same structure in the network, our search allows independent blocks at different layers. In our fine-grained space, we jointly search for the block types, filter numbers, expansion ratio, and attention blocks, substantially surpassing those in previous work on image NAS [20, 28, 47, 40] and video NAS [9, 30, 30, 29]. To support fast search, we adopt the probabilistic differentiable NAS (PARSEC) [4] as the basic search algorithm, which requires much less memory footprint than conventional DNA (e.g. DARTS [20]). Furthermore, we extend it to support the joint search among different factors (depth, channel, expansion ratio etc.). For better sample efficiency in our search space, we introduce the fairness-aware channel selection strategy into the probabilistic search algorithm, which enables a more stable, accurate, and scalable search framework for our task.

To summarize, we view the contributions as following.

• A fine-grained design space for efficient video recognition is proposed, to jointly search the block types, filter numbers, expansion ratio, and attention blocks.

• A family of efficient AutoX3D models, which are directly searched without any architecture surrogate or the use of hand-crafted image architecture, are presented. Their architectures are distinctive from hand-crafted models, and provide new insights of designing video architectures.

• Extensive evaluations on Kinetics [16] and Something-Something [12] benchmarks confirm our AutoX3D models achieve significantly better accuracy-to-complexity trade-off than other existing models.

2. Related Work

2.1. Video Architecture Design

Early video models are built on top of image ones. As the name implies, Two-Stream Network [38] uses two streams of image architectures to process single-frame and multi-frame optical flow inputs, respectively. To capture temporal feature, R(2+1)D [36] adds 1D temporal convolution to the 2D ResNet model while I3D [2] replaces 2D convolution with more expensive 3D convolution. To model long-range temporal relations, [45, 8] runs LSTMs on top of image features extracted from video frames, while [39] uses non-local blocks. Those video architectures are computationally heavy, and not suitable to be deployed on devices with limited computing power.

Due to the prevalence of mobile devices, designing efficient video architectures has become an increasingly important task. Efficient blocks, such as Temporal Shift module [19] and Video Shuffling module [22], are proposed to capture the temporal dynamics at low cost. More fine-grained adaptation of 2D models is also proposed. For example, in [42] it reports for I3D backbone, top-heavy modeling achieves better ATC trade-off by placing expensive 3D convolutions in the top layers only. However, such adaptation is not effective for ResNet backbone [36], highlighting the limitation of manually designed video architectures. Recently, search-based video architecture design, such as Tiny Video Network [25] and X3D [9], has made significant progress towards efficient video architecture. In particular, X3D presents new insights for turning a 2D architecture into 3D one by progressively expanding it along multiple axes, such as width, depth, and time. Different from X3D, we completely search video architecture from scratch in a more fine-grained space, and demonstrate the discovered architectures can squeeze out more gain in terms of efficiency and accuracy.

2.2. Neural Architecture Search Methods

Neural architecture search (NAS) aims to replace the laborious human design of network architectures, as well as towards more efficient ones [32]. The conventional evolution or reinforcement learning-based search methods are
slow and take thousands of GPU days. For example, searching an image model for CIFAR-10 and ImageNet required 2000 GPU days of reinforcement learning (RL) [46] or 3150 GPU days of evolution [28]. ENAS [24] introduced a parameter-sharing strategy to reduce the search time. Recent differentiable NAS (DNAS) methods [20] introduced the softmax-based continuous relaxation of the architecture representation, allowing efficient search using gradient descent. However, they compute features for all layer choices, and uses much more memory than standalone model training. The probabilistic version of DNAS, such as PARSEC [4], describes the population of architectures in the design space by a distribution, and only requires to sample one architecture at a time, which uses memory only as much as in the standalone model training. In this work, we employ PARSEC as the search procedure to search efficient video architectures in our fine-grained search space due to its low memory footprint and fast search efficiency.

### 2.3. Neural Architecture Design Space

The success of searching efficient models depends not only on the efficiency of the search method, but also on the prescription of the architecture design space. In [26], a new comparison paradigm is proposed to compare different design spaces. NASNet [47] proposed a design space of a cell which is a directed acyclic graph. Only the connectivity between graph nodes and the operator type on each graph edge is searched. The final model is obtained by stacking cells with the same architecture. Similarly, DARTS [20] also only searches the cell architecture, and repeats cells to obtain the final model. Although sharing the architectures across cells can reduce the size of model design space and simplify the search, it can be detrimental to video architecture design. Recent hand-crafted video models, such as S3D [42] and SlowFast [10], only use expensive 3D convolution in the top layers to improve the ATC trade-offs, while leaving convolutions in the bottom layers to be 2D. Other design choices, such as the building block type and filter number, are still manually chosen and often uniform. To search for efficient video models, we relax such hard-coded constraints, allow individual building blocks to have separate architectures and filter numbers.

### 3. AutoX3D Design Space

In this section, we introduce the design space of AutoX3D architectures. We define a model as a stack of building blocks, and choose to use the 3D version of Mobile Inverted Bottleneck Conv block (MBConv) from MobileNetV2 [31] as our building block. The original MB-Conv block is proven to be more efficient than the ResNet building block [13] in prior work [31, 14] and its 3D version is suitable for building efficient video architectures. Unlike

<table>
<thead>
<tr>
<th>Type</th>
<th>Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1_s3</td>
<td>$1 \times 3^2$</td>
</tr>
<tr>
<td>t1_s5</td>
<td>$1 \times 5^2$</td>
</tr>
<tr>
<td>t3_s3</td>
<td>$3 \times 3^2$</td>
</tr>
<tr>
<td>t3_s5</td>
<td>$3 \times 5^2$</td>
</tr>
<tr>
<td>t5_s3</td>
<td>$5 \times 3^2$</td>
</tr>
<tr>
<td>t5_s5</td>
<td>$5 \times 5^2$</td>
</tr>
</tbody>
</table>

Table 1: The choices of MBConv3D block micro-architecture in our space.

In X3D models [9], in our space, the design of the video architecture is more flexible in the following aspects.

#### 3.1. Nonuniform Block Micro-Architecture

In X3D models, the 3D MBConv building block always consists of a conv1 × 1 layer to expand the filter number, a depthwise convolution layer of kernel size $3 \times 3^2$ to convolve with spatial features, and another conv1 × 1 layer to shrink the filter number in the final output feature. Depthwise convolution with kernel $3 \times 3^2$ is more expensive than that with a 2D kernel of size $1 \times 3^2$, and such choice of uniform building block micro-architecture is sub-optimal to achieve good ATC. Many prior works [36, 42] have examined the progressively varying temporal-spatial feature patterns along with the model depth. For example, S3D [42] work has shown employing 3D convolution at bottom layers (close to input) is less cost-effective than using it at top layers (close to final prediction). On the other side, other convolution kernel sizes, such as $1 \times 5^2$ and $3 \times 5^2$, are not yet explored in hand-crafted models due to a large number of different combinations of spatial-temporal kernel size. In AutoX3D design space, we consider 3D MBConv block with a different spatial-temporal kernel size in depthwise convolution as a separate block micro-architecture.

In Table 1, we present the choices of the 3D MBConv block micro-architectures in our design space.

#### 3.2. Searchable Filter Number

The choices of the filter number in the building blocks of the hand-crafted models often follow simple heuristics. For example, in I3D [2], S3D [42], R(2+1)D [36], and X3D [9] models, all of which have 4 stages and each stage has multiple building blocks, the filter number of the output feature from the building blocks is fixed within the stage, and is doubled in the next stage. The principle of this heuristic choice is originally from 2D ResNet work [13], whereby doubling the filter number when the spatial resolution of the 2D feature map is reduced by half in the next stage, all building blocks use a similar amount of FLOPs and the compute of the overall model is evenly distributed to the building blocks.
However, this principle does not hold for 3D video models, as the 3D feature map has both temporal- and spatial-resolution, and often only the spatial-resolution is reduced by half in the next stage while the temporal resolution is not reduced for achieving high recognition performance. For example, in SlowFast [10] and X3D [9] models, the temporal resolution is not reduced in all 4 stages.

Moreover, the choice of evenly distributing computation to all building blocks is quite ad-hoc. In our design space, we do not manually prescribe the filter number for the building blocks. Instead, we design a separate range of filter number choices for individual building blocks in the model, and even allow building blocks in the same stage to have different filter numbers. As the choices of filter number have a large impact on both the recognition performance and model computational cost, our flexible design and fine-grained choices allow the search methods to discover architectures with a better ATC trade-off.

The choices of filter numbers for individual building blocks are shown as part of the macro-architecture of our design space in Table 2.

### 3.3. Nonuniform Expansion Rate

In MBConv block, a conv1 × 1 layer is used to expand the filter number, and the expansion rate decides the channel number of the feature map where the following depthwise convolution will operate on. For simplicity, a uniform choice of the expansion rate is often chosen by the handcrafted models. For example, in the original MobileNet family of models [31, 14], all MBConv blocks use the expansion rate 6 while in X3D models [9], the expansion rate is always 2.25. The uniform choice of the expansion rate ignores the variations of feature representation needed at different model depths, and we hypothesize it leads to suboptimal architectures.

In our AutoX3D design space, we predefine a wide range of choices for the expansion ratio in individual building blocks, and allow different choices are chosen by the building blocks. The choices of the expansion ratio can be seen in the macro-architecture of our design space in Table 2.

### 3.4. Searchable Attention Block

Attention blocks, such as Nonlocal- [39] and GloRe block [6], can be easily plugged into the backbone model for improving the performance. One can choose to insert...
more than one such blocks at different layers of the backbone. For example, in the GloRe work [6], for ResNet-50 backbone, it chooses to insert 3 GloRe blocks at Res4 stage for achieving a large gain in accuracy. Since modern deep models often contain dozens of layers and we can insert the attention block after any layer, a manual exhaustive exploration for selecting the best subset of layers to insert attention blocks is almost intractable. In our design space, we view the insertion of the attention block as a search problem, and define a set of choices of the attention block below to search the inserted position.

**Pass through.** The feature will simply pass through the block without any computation. In practice, it represents no attention block placed here.

**GloRe.** The original GloRe block, which includes a feature projection module, a graph convolution network (GCN) module, and an inverse feature projection module. The feature projection module projects spatial features from the coordinate space to the interaction space by aggregating spatial features with attention. The GCN module reasons over the projected features nodes in the interaction space. Finally, the inverse projection module re-projects the feature nodes back into the coordinate space.

### 3.5. Final AutoX3D Design Space

The final design space is illustrated in Figure 2. In Table 2, we prescribe a video macro-architecture, which mainly consists of a stack of 3D MBConv building blocks. We organize the blocks by groups, and blocks in each group share the same design choices. For each group, we search the micro-architecture, filter number, the expansion rate, and the type of attention block which will be inserted after each group. We allow the block groups to have different choices along those design axes. In total, our design space contains $2 \times 10^{32}$ different video architectures, and represents a fine-grained space at a scale that has not been explored before.

### 4. Search Method

#### 4.1. Probabilistic-based Architecture Search

As video models commonly require larger computation resources than image, directly applying the original differentiable NAS becomes impractical. Here we adopt the PARSEC [4] approach, a probabilistic version of the differentiable NAS method, to guide our search procedure. Compared to DARTS [20], it only requires much memory as is needed to train a single architecture from our search space. This is because of a memory-efficient sampling procedure as we learn a probability distribution over high-performing neural network architectures. Here we define a unique discrete architecture as $A$, which is sampled from a prior distribution $P(A|\alpha)$. Architecture parameters $\alpha$ denote the probabilities of choosing different operations. The goal of PARSEC is to optimize the architecture parameter $\alpha$, in order to maximize the architecture accuracy. Concretely, for video recognition where we have video samples $X$ and labels $y$, probabilistic NAS can be formulated as optimizing the continuous architecture parameters $\alpha$ via an empirical Bayes Monte Carlo procedure [27]

$$P(y|X, \omega, \alpha) = \int P(y|X, \omega, A)P(A|\alpha)dA 
\approx \frac{1}{K} \sum_k P(y|X, \omega, A_k),$$

where $\omega$ denotes the model weights. The continuous integral of data likelihood is approximated by sampling $K$ architectures and averaging the data likelihoods from them. We can jointly optimize architecture parameters $\alpha$ and model weights $\omega$ by estimating gradients $\nabla_\alpha \log P(y|X, \omega, \alpha)$ and $\nabla_\omega \log P(y|X, \omega, \alpha)$ through the sampled architectures. Typically, the number of sampled architecture $K$ is set to 13, which is sufficient to search for a good architecture empirically, according to our preliminary experiments.

To target at efficient architecture discovering, we rebuild PARSEC to support cost-aware search that aiming to not only finding the best performance architecture but also under determined FLOPs constraint. We achieve this goal by adding another cost-aware hinge loss term to the original loss function. Given an architecture $A_k$, the cost-aware loss term $c$ can be written as:

$$c(A_k) = \frac{1}{T} \max(FLOPs(A_k) - T, 0),$$

where $T$ is our target FLOPs. All the search variables are jointly searched.

#### 4.2. Fair Channel Selection

An important pitfall we found during channel search is the unfairness for the chances of candidate channels being selected. We show an example in Figure 3: on the left, when splitting the super kernel into $N$ parts ($N$ denotes the channel space size, with $N = 5$ in the figure just as an example) in the default order, the bottom part will be shared with all channel candidates and therefore always be updated. Meanwhile, the higher bottoms have fewer chances to be updated, with the top one only receiving sparse updates of $1/N$ probability. That unfairness often leads to the supernet training collapsing onto the most frequently updated channel(s) (e.g. the bottom one), and mislead the architecture selection to sub-optimal performance. To tackle this issue, we propose to select channels with fairness, i.e., the assignment of channel candidates shall ensure the chance of selecting/updating each super kernel part to be as equal as
possible. Figure 3 right displays the fairness-aware selection pattern for $N = 5$, where each part now has the equal chance of $3/5$ to be selected and updated. A more general discussion on how to design such fair patterns for different $N$s can be found in the supplement.

5. Experiments

5.1. Implementation Details

5.1.1 Datasets

We adopt two benchmarks of video action recognition in the experiments, including Kinetics [16] and Something-Something-V2 [12].

Kinetics [16]. Kinetics-400 is a large-scale dataset that contains 400 action classes with 240K training examples and 20K validation examples. To accelerate searching, we adopt Mini-Kinetic200 [43] as our searching dataset, which is a subset of Kinetics-400 containing 200 classes of videos. As for the evaluation of the searched architecture, we use the full standard Kinetics-400 dataset for training and testing.

Something-Something-V2. Something-something-V2 dataset contains 108k videos with 174 classes of diverse actions, while each video lasting between 2 to 6 seconds. Different from Kinetics [16], the video sequence in something-something is more temporal related, as it focuses on humans performing predefined basic actions with different objects. Therefore, this dataset serves as a suitable benchmark to evaluate the effectiveness of temporal modeling.

5.1.2 Search and Derivation Setting

Architecture Search We implement PARSEC [4] in PyTorch, and use 64 Nvidia V100 GPUs to search architectures on Mini-Kinetics-200. By default, we use the input video clip of size $T \times S^2 = 13 \times 160^2$ with a spatial scale jittering range of $[182, 228]$, and set the target FLOPS to 2G FLOPS, which is on par with the FLOPS of X3D-S model. We adopt Adam with 0.02 learning rate and 0 weight decay to optimize the architecture weights. SGD is adopted to update the supernet’s parameters with a learning rate of 0.6, 0.9 momentum, and 5e-5 weight decay. The total search process takes 600 epoches with 3 days.

Architecture Training We evaluate the searched architectures by using the open-source ClassyVision [1] framework to train them from scratch on the benchmarks. We use 64 Nvidia V100 GPUs in the experiments. We adopt SGD with 0.9 momentum and 5e-5 weight decay. The learning rate is set to 0.4 following the half-period cosine decaying strategy and mini-batch size is 8 clips per GPU. The whole training process takes 300 epoches while we use linear warm-up strategy [11] for the first 34 epochs. Dropout is adopted at the head of the network with the probability of 0.5. We also apply AutoAugment [7] on each frame of input video clip. The data pre-processing part is the same as the searching part. More training details are illustrated in the supplement.

5.1.3 Architecture Evaluation

To be comparable with previous work, we mainly follow the evaluation setting of X3D [9]. We evaluate the searched architecture on the validation set. We by default adopt 30-views evaluation, unless specifically stated. Concretely, in 30-views evaluation, 10 clips are uniformly sampled temporally from each video first. Each clip is cropped out using LeftCenterRight cropping strategy [9], which covers the longer axis of the original clip. The final prediction of a video is obtained by averaging the predictions for all corps of each clip. More details can be found in our supplement.

5.2. Ablation Study

5.2.1 Searching for Attention Block

To ablate the importance of attention block search, we conduct an ablation study based on the original X3D-S [9] backbone by 1) Manually insert attention block in each
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<table>
<thead>
<tr>
<th>Model</th>
<th>Attention location</th>
<th>Params (M)</th>
<th>FLOPS (G)</th>
<th>Accuracy (%)</th>
<th>Top-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>X3D-S</td>
<td>- - - -</td>
<td>3.4</td>
<td>1.96</td>
<td>72.9</td>
<td></td>
</tr>
<tr>
<td>Manual</td>
<td>- - - -</td>
<td>3.5</td>
<td>2.33</td>
<td>72.6 (−0.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 - - -</td>
<td>3.6</td>
<td>2.56</td>
<td>73.0 (+0.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- 2 - -</td>
<td>3.7</td>
<td>2.39</td>
<td>72.8 (−0.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- - 2 -</td>
<td>3.7</td>
<td>2.39</td>
<td>72.8 (−0.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- - 2 3</td>
<td>5.4</td>
<td>2.92</td>
<td>73.0 (+0.1)</td>
<td></td>
</tr>
<tr>
<td>Automatic</td>
<td>Searched</td>
<td>4.1</td>
<td>2.44</td>
<td>73.3 (+0.4)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Ablation in attention block insertion location. The number \( k \) under column \( S_n \) denotes \( k \) attention blocks are uniformly placed in stage \( n \).

5.2.2 Evaluation of Fairness-Aware Search

The default channel search simply split the super kernel into \( N \) splits and sample the candidate by default order. As we discussed in Sec. 4.2, this naive selecting strategy will make some parts of the super kernel to be over-sampled and updated unfairly. Thus the discovered model will easily collapse to the candidate which is updated more frequently.

To better understand the effectiveness of the proposed fairness-aware sample strategy, we conduct experiments that only search for the output channel and expansion ratio by separately using these two sampling strategies, while other factors are fixed. As shown in Figure 4, the blue curve represents the FLOPs cost of discovered architectures during the search process by using the naive channel selection strategy, and the red curve represents the fairness-aware one. Given a target FLOPs, the naive channel selection strategy easily collapses to the smaller subnets, due to the smaller channel candidates are updated more frequently than others in each super kernel. In contrast, the fairness-aware strategy can discover a more suitable subnet that is closer to the target FLOPs cost. The collapsed discovered architecture, shows poor performance after evaluation, with a large margin (−2.6%) behind the well-discovered fairness-based one. Details are shown in Table 4.

5.3. Comparing AutoX3D Models with Others

In this section, we compare our searched AutoX3D models with other SOTA models.

5.3.1 Results on Kinetics

We mainly follow the comparison convention of X3D [9] on popular large-scale benchmarks, and compare the performance of our AutoX3D with current state-of-the-art efficient architectures. The Top-1 accuracy as well as the FLOPS cost are reported on Kinetics-400 dataset. We divide the models into four categories according to their FLOPs cost, shown in Table 5. The first group includes previous high-performance yet inefficient methods. Those methods either cost more FLOPs and parameters compared to ours, or get worse performance. In the second group, the proposed AutoX3D-S architecture achieves 74.7% accuracy, better than TSM with mobilenet backbone (+5.2%), VoV3D-M (+0.8%), and X3D-S (+1.4%). Regarding FLOPs, AutoX3D-S costs ×2 smaller FLOPs than TSM with mobilenet backbone, ×1.5 smaller FLOPs than
Stage 1

Table 5: Comparison with the state-of-the-art methods on Kinetics-400 dataset. We use (GFLOPs × views) to represents inference cost × number of views).

<table>
<thead>
<tr>
<th>Model</th>
<th>Pretrain</th>
<th>Top-1 Frames</th>
<th>GFLOPs × Views</th>
<th>Param.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-Stream I3D [3]</td>
<td>ImgNet</td>
<td>71.1</td>
<td>64</td>
<td>108 × N/A</td>
</tr>
<tr>
<td>MobileNet-V2-3D (impl.)</td>
<td>-</td>
<td>72.8</td>
<td>16</td>
<td>216 × N/A</td>
</tr>
<tr>
<td>X3D-M [10]</td>
<td>-</td>
<td>74.7</td>
<td>16</td>
<td>65.0 × 10</td>
</tr>
<tr>
<td>S3D-G [43]</td>
<td>-</td>
<td>74.7</td>
<td>16</td>
<td>71.0 × N/A</td>
</tr>
<tr>
<td>S3D-XL [32]</td>
<td>-</td>
<td>74.7</td>
<td>16</td>
<td>11.9 × 30</td>
</tr>
<tr>
<td>SlowFast 4×16, R50 [10]</td>
<td>-</td>
<td>74.7</td>
<td>16</td>
<td>15.9 × 30</td>
</tr>
<tr>
<td>MobileNet-V2-3D (impl.)</td>
<td>-</td>
<td>74.7</td>
<td>16</td>
<td>6.0 × N/A</td>
</tr>
<tr>
<td>X3D-S [9]</td>
<td>-</td>
<td>73.3</td>
<td>13</td>
<td>2.7 × 30</td>
</tr>
<tr>
<td>AutoX3D-S</td>
<td>-</td>
<td>74.7</td>
<td>13</td>
<td>2.9 × 30</td>
</tr>
<tr>
<td>AutoX3D-M</td>
<td>-</td>
<td>74.7</td>
<td>13</td>
<td>2.9 × 30</td>
</tr>
<tr>
<td>SlowFast 8x8, R101 [10]</td>
<td>-</td>
<td>77.9</td>
<td>8</td>
<td>106 × 30</td>
</tr>
<tr>
<td>X3D-L</td>
<td>-</td>
<td>77.5</td>
<td>16</td>
<td>24.8 × 30</td>
</tr>
<tr>
<td>X3D-XL</td>
<td>-</td>
<td>79.1</td>
<td>16</td>
<td>48.4 × 30</td>
</tr>
<tr>
<td>AutoX3D-L</td>
<td>-</td>
<td>78.8</td>
<td>16</td>
<td>27.8 × 30</td>
</tr>
</tbody>
</table>

5.3.2 Results on Something-Something-V2

In addition, we directly transfer the discovered architectures on Something-Something-V2 dataset. We include current state-of-the-art methods in Table 6, where AutoX3D model family achieves competitive performance without the necessity of pre-training. For example, AutoX3D-S achieves similar accuracy (62.1% vs 62.3%) with STM8F, while the GFLOPs cost is ×15 smaller. The Top-1 accuracy of AutoX3D-M is on par with SmallBigNet4F (63.4% vs 63.8%), while the GFLOPs cost is ×20 fewer.

5.4. Understanding AutoX3D Architectures

Our searched AutoX3D architectures are visualized in Figure 5. Regarding to the design of the backbone network,
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