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Abstract

Automated breast ultrasound (ABUS) is being rapidly
utilized for screening and diagnosing breast cancer. Breast
masses, including cancers shown in ABUS scans, often ap-
pear as irregular hypoechoic areas that are hard to dis-
tinguish from background shadings. We propose a novel
branch network architecture incorporating segmentation
information of masses in the training process. By provid-
ing the spatial attention effect, the branch network boosts
the performance of existing neural network classifiers, help-
ing to learn meaningful features around the mass. For the
segmentation information, we leverage the existing radiol-
ogy reports without additional labeling efforts. The reports
should include the characteristics of breast masses, such as
shape and orientation, and a template mask can be created
in a rule-based manner. Experimental results show that the
proposed branch network with a template mask significantly
improves the performance of existing classifiers.

1. Introduction

Breast cancer is the second leading cause of cancer death
in women worldwide [18]. Many studies have revealed that
breast screening can discover cancer in its early stages re-
ducing mortality [13, 17, 15]. Mammography has been the
most widely used examination for breast screening, but it
often misses cancer hidden in dense breast tissue that con-
tains much fibrous or glandular tissue rather than fat [20].
Hand-held ultrasound (HHUS) imaging is a popular alter-
native covering dense breast tissue, but it suffers from low
reproducibility depending on its operator. Recently, auto-
mated breast ultrasound (ABUS) has been introduced and
is receiving favorable reviews [22]. While an HHUS makes
partial two-dimensional breast scans that need to be simul-
taneously examined by an operator on site, an ABUS pro-
duces whole three-dimensional (3D) breast scans with a
dedicated probe that can be asynchronously examined later.

This has led to the active development of computer-aided
diagnosis (CAD) systems for ABUS, that can assist inter-
preting physicians by reducing their workload and enhanc-
ing cancer detection performance [23, 8, 21].

The main task of CAD systems is to detect breast masses
that can possibly grow into cancer. Breast masses on ABUS
scans are usually shown as hypoechoic areas that can also
appear due to a variety of causes such as fat, shadow, and
anechoic tissue; thus many CAD systems erroneously de-
tect these areas as suspicious breast masses, resulting in
false positives. Even radiology professionals have diffi-
culty distinguishing hypoechoic areas of breast masses from
those of other causes [2, 9]. To develop competitive classi-
fiers on ABUS, recent studies have employed convolutional
neural networks (CNNs) that have been shown tremendous
success in image classification tasks. Chiang et al. [1]
searched for volumes of interest with a fast sliding window,
then applied a simple three-dimensional extension of a 2-D
CNN to compute probabilities of tumor candidates. Moon
et el. [14] incorporated a focal loss and ensemble learning
into their 3D CNN model to resolve a data imbalance issue.
Although those methods sensitively detect breast masses,
they yield an average of more than four false positives per
scan. Simple modifications of the existing CNNs may not
be sufficient to analyze the three-dimensional context of
breast masses on ABUS scans.

Training a CNN requires many sample images that
preferably contain clear features of target objects. However,
breast masses shown in ABUS scans often appear as irreg-
ularly shaded blobs, and each blob itself is hardly distin-
guishable from its background shadings. Considering these
characteristics, we empirically found that training with a
segmentation mask on a mass helps improve the classifica-
tion performance, probably because the low-level features
on the blobs are activated on the masses rather than on the
backgrounds. The second row of Fig. 1 shows class activa-
tion maps (CAMs) for mass classification using the existing
DenseNet [7]. The activated network weights are widely
distributed across the background blobs and are not con-
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Figure 1: Class activation maps (CAMs) for sample mass
images. The first row shows slice images of the breast
mass in different views: transverse, coronal, and sagittal.
The second row shows the CAM results from the existing
DenseNet classifier. The third row shows CAM results from
the proposed method. An activation with a high weight is
shown in red color.

centrated on the masses. In contrast, our modified classifier
with segmentation masks intensively activates the weights
on the mass blobs, as illustrated in the third row. To inte-
grate the mask information, we attached an additional net-
work (called the mask branch network) to the middle of a
classification network. Since our branch network is inde-
pendently applicable, the proposed method can be modified
from any existing state-of-the-art CNN model.

Another practical issue lies in the difficulty of generat-
ing segmentation masks. Aside from the high cost of pro-
fessional tasks within a three-dimensional space, the exact
boundary is not clear even for medical experts. We propose
to employ a template mask with pre-defined shapes instead
(e.g., circle, oval), with minimal parameters such as diam-
eter and direction. This information is typically recorded
in radiology reports, thus additional labeling effort is rarely
required.

2. Method

The overall architecture of the proposed method is illus-
trated in Fig. 2. Our network architecture consists of two
parallel networks: the main network and the mask branch
network. The main network works as a backbone CNN clas-
sifier. In the middle of the main network, the mask branch

network bifurcates off to compute the mask loss by com-
paring it with the template mask generated from a radiology
report. The main loss and the mask loss of each network are
integrated into the total loss to be optimized in the training
process.

2.1. Main Network

The main network implements a binary classifier deter-
mining the existence of suspicious breast lesions. It is com-
posed of four dense blocks with transition layers based on
DenseNet-BC-121 [7]. A transition layer is placed between
two consecutive dense blocks to perform downsampling,
batch normalization, 1 × 1 × 1 convolution, and average
pooling. The global average pooling (GAP) layer is con-
nected at the end of the last dense block, followed by the
fully connected (FC) layer and the softmax activation layer
sequentially. The main loss can be defined as a cross en-
tropy loss of input samples, shown as follows:

Lmain =
1

N

N∑
i

[(1− yi) log(1− pi) + yi log pi], (1)

where i means the index of an input sample, N is the num-
ber of samples, yi ∈ {0, 1} is the ground-truth label, and pi
is the probability estimating whether the input sample con-
tains a mass or not.

2.2. Mask Branch Network

The concept of branch architecture [19, 3] is to train mul-
tiple tasks that take advantage of the interaction between
different tasks. The mask branch aims to integrate spatial
information into the main network, which helps the main
network extract meaningful features from the area around
the mass.

The mask branch is designed to start at the 1 × 1 × 1
convolutional layer of the second transition layer of the
main branch, and to generate a voxel-level probability map
(branch output) that estimates the presence of target lesions.
We may assume that this branch output simulates a segmen-
tation mask.

We denote F ∈ RC×H×W×D as a midlayer CNN feature
extracted from the second transition layer, where C,H,W
and D are the number of channels, height, width and depth
of the feature map, respectively.

The branch output B can be formulated as:

B = softmax(f(σ(F), w)), (2)

where f(·, ·) denotes a 3D convolution function, σ repre-
sents the activation function, B ∈ RH×W×D×2 means the
generated branch output map, and w ∈ R2×C×1×1×1 indi-
cates convolutional parameters. As a result, branch output
is a voxel-level binary probability map of the target lesion
and background.
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Figure 2: The architecture of our proposed network: mask branch network

To integrate the spatial attention, the branch output is
compared to the template mask by computing a pixelwise
cross-entropy loss. The definition of mask loss is shown as
follows:

Lmask =
1

NM

N∑
i

M∑
j

[(1− zi,j) log(1− qi,j) + zi,j log qi,j ],

(3)
where j is the index of a voxel, and M is the number of

voxels in the branch output. zi,j ∈ {0, 1} is the label value
in the template mask and qi,j is the probability value of the
branch output, at the jth voxel of the ith sample, respec-
tively.

The total loss to be optimized is defined as the combina-
tion of the main loss and the mask loss using the uncertainty
loss weighting method [10]:

Ltotal =
1

σ2
1

Lmain +
1

σ2
2

Lmask + log σ1 + log σ2, (4)

where σ1 and σ2 are trainable variables that adaptively
learn the relative weight of Lmain and Lmask and regulate
the balance of the losses.

mask branch network is used only for the training pro-
cess to focus on the region of interest and not for the testing
process. Thus, the proposed network requires no additional
parameters in the inference process.

2.3. Template Mask

For a segmentation mask, a pixelwise segmentation map
fully annotated by a clinical expert can be an ideal mask;
however, manually tracking the boundaries of a three-
dimensional mass requires considerable time and effort
from the expert. We propose to utilize the information that
already exists in the radiology report instead of manually
labeling the ground truth.

Figure 3: Example of template mask with 14.3mm aver-
age diameter and parallel orientation. Top row: transverse,
coronal, and sagittal images of breast cancer on ABUS with
diameters annotated on each axis. Bottom row: template
masks corresponding to the top row images.

The location, size and category of suspicious lesions are
usually written in radiology reports during normal diagnos-
tics. By annotating the three axes of the lesion, its loca-
tion and size are recorded in the form of center coordinates
and average diameter. For categories, the BI-RADS (Breast
Imaging Reporting and Data System) criteria [16] are the
most widely used, which include several visual elements
such as shape, orientation, margins, echo patterns, and pos-
terior features.

We employ the orientation features, indicating that the
direction of the long axis relative to the breast skin is paral-
lel or not: If the orientation is parallel, the lesion is assumed
to be a complete sphere, otherwise it is assumed to be an el-
lipsoid whose diameter perpendicular to the skin is halved.

Fig. 4 shows the process of creating a template mask by
each step. Similar to the general segmentation map, tem-
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Figure 4: How to make template mask by utilizing charac-
teristics of target lesions

plate mask is a binary label map that consists of positive
and negative areas. The positive area is created by the rule
utilizing the position, diameter, and orientation of breast le-
sions. First, the template mask begins with a sphere with
the centroid on the (xt, yt, zt) center position of the lesion
recorded in the radiology report(Fig. 4A). In addition to the
center position, the radius of the sphere is defined as the av-
erage radius rt of the lesion.(Fig. 4B). Finally, if the lesion
has a ’parallel’ property of orientation, the diameter on per-
pendicular to the skin shrinks to rt/2 changing the shape of
the positive area from a sphere to an ellipsoid(Fig. 4C). As
a result, the equation for template mask can be written as
below:

With the center coordinate (xt, yt, zt), diameter dt and
orientation of the lesion, we can define a template mask
T (x, y, z), a simplified segmentation label.

T (x, y, z) =

{
1 if (x−xt)

2

dt
+ (y−yt)

2

αdt
+ (z−zt)

2

dt
≤ 1,

0 else
(5)

where α is 0.5 if the orientation is parallel otherwise, α = 1.
An example of template mask is shown in Fig. 3. The

top row shows transverse, coronal, and sagittal views of the
center of breast mass. The orientation is parallel and the av-
erage diameter is 14.3mm, with diameters of each axis are
10mm, 18mm, 15mm respectively. As seen, the template
mask generally fits into the actual mass area.

3. Experiments
To the best of our knowledge, no public dataset is avail-

able for ABUS research, thus we built our own dataset in
a tertiary hospital. ABUS images used in this study were
acquired from ABUS systems (Invenia ABUS, Automated
Breast Ultrasound System; GE Healthcare, Sunnyvale, CA,
USA). For each breast, three volumes were obtained: the
central volume, the lateral volume, and the medial vol-
ume. The institutional review board approved this study
and waived informed consent, considering the retrospective
study design and the use of anonymized patient data.

A total of 363 patients who underwent ABUS from May
2017 to October 2019 were included. ABUS images of 286
patients presented 434 mass lesions categorized as C2 or
above by BI-RADS, while other 77 images showed no mass
lesions. We randomly divided the mass lesions: 304 lesions
in the training set, 50 lesions in the validation set, 80 lesions
in the test set. The dataset also included 3, 907 nonmass
lesions that are randomly cropped from the 77 normal pa-
tients’ images, and randomly divided into 3, 777 lesions for
the training set, and 50 and 80 lesions for the validation and
test sets, respectively.

All center coordinates and diameters of masses were ob-
tained from radiology reports annotated by experienced ra-
diologists. We rescaled the original volume images to have
voxel sizes of 0.3mm to 2.0mm depending on the mass
size, and then we cropped the network input volumes at the
center coordinate of the mass with the size of 48× 32× 48
voxels. Additionally, the 3-dimensional patches used for
training are rotated three times with rotation angles of 90 ◦,
180 ◦, and 270 ◦ for augmentation.

3.1. Evaluation metrics.

The sensitivity and specificity are the percentage of pos-
itive and negative results that are correctly identified. which
is defined as:

Sensitivity(Se) =
|TP |

|TP |+ |FN |
(6)

Specificity(Sp) =
|TN |

|TN |+ |FP |
(7)

where TP and TN are true positive and true negative and
likewise FP and FN are false negative and false positive.
The AUC was calculated by using receiver operating char-
acteristic (ROC) analysis on the test set.

All networks in this study were implemented with the
TensorFlow 1.12 library and were trained on Nvidia 2080-
Ti on an Ubuntu 18.04 system. The weights of the networks
adopted the Xavier uniform initialization [4]. The batch size
was set to 48 and the total loss was optimized by the RM-
Sprop optimizer.

The classification performance was evaluated by measur-
ing the sensitivity (Se), specificity (Sp), and area under the
curve (AUC) of receiver operating characteristics (ROC).

3.2. Branch network evaluation

To evaluate the effect of the proposed mask branch net-
work (MBN), we tested the main network as a baseline, and
compared the results from the main network with MBN. We
employed two networks as the main network: DenseNet-BC
[7] and ResNetV2-101[6]. As shown in Table 1, the pro-
posed networks with MBN outperform the baselines in ev-
ery performance measure, in both kinds of main networks.
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Figure 5: ROC curves of mask branch network(MBN) with DenseNet and ResNet.

Figure 6: ROC curves. (Left): Models using various ways to weigh multiple losses; (Right): Cases utilizing different
characteristics for breast lesions.

Table 1: Performance comparison for applying the mask
branch network (MBN)

Se Sp AUC

DenseNet 56.3% 86.3% 0.855
DenseNet + MBN 75.0% 92.5% 0.9252

ResNet 65.0% 70.0% 0.768
ResNet + MBN 68.8% 77.5% 0.827

Fig. 7 qualitatively visualizes the spatial attention ef-
fect of the proposed mask branch by plotting the grad-
CAM (class activation map) visualization. The first row
shows sample mass images with red rectangles indicating
the masses. The CAM of DenseNet (second row) do not

appropriately activate areas where the masses present. In
contrast, the proposed method (third row) shows relatively
clear activation on the target areas; thus the main network
is expected to learn to exploit and aggregate features in the
target area.

3.3. Comparison of loss weighting strategies

We compared weighting loss methods with mask loss.
Various methods have been used to efficiently combine
multiple losses in multitask learning (MTL)[5]. The most
straightforward method is uniform weighting: the losses
are simply added together to produce a single scalar loss
value. Dynamic optimization techniques are also impor-
tant in MTL to optimize the set of possibly contrasting
losses or gradients because conflicting gradient problems
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Figure 7: Class activation maps (CAMs) to show the effect of the mask branch network (MBN). Top row: Breast mass
samples on ABUS images marked by red boxes. Middle row: CAMs of DenseNet. Bottom row: CAMs of DenseNet with
MBN

Table 2: Experiments on ways to weigh the main loss and
the mask loss. Metrics ranked with 1st place are in bold.

Se Sp AUC

Equal 65.00% 82.50% 0.8720
Uncertainty 75.00% 92.50% 0.9252

Revised Uncertainty 71.25% 93.75% 0.9369
Dynamic Average 70.00% 77.50% 0.8416

can degrade model performance. Kendall et al.[10] pro-
posed an uncertainty-based weighting approach and ap-
plied it to a CNN. [11] adapted the regularization term in
Kendall’s uncertainty-based method. A dynamic weight
average (DWA) was proposed by [12]. We adapted these
methods to the proposed method with MBN-V1 and exactly
the same experimental setting and compared the perfor-
mance. The results are shown in Table 2, which shows that
the uncertainty weighting and revised uncertainty weight-
ing achieve higher performance compared to other settings.
The results do not show many differences between uncer-
tainty weight and revised uncertainty weight, but their per-
formance is considerably better than the others. Consid-
ering this result, we applied uncertainty weighting to our
method for the final result.

Table 3: Comparison on features sets used in creating the
template masks

Se Sp AUC

No mask 56.3% 86.3% 0.855
Loc. 67.5% 90.0% 0.908

Loc.+Size 72.5% 90.0% 0.921
Loc.+Size+Orien. 75.0% 92.5% 0.925

3.4. Template mask evaluation

To evaluate the effect of mass features available in ra-
diology reports, we compared the performance of template
masks utilizing various feature sets and provided the results
in table 3. Even utilizing location only (with a fixed sphere
of 20mm diameter) helps to improve all performance met-
rics compared to the baseline (DenseNet without MBN; no
mask) The size (diameter) also enhanced the metrics and the
combination of all features yielded the best performance as
seen.

4. Conclusion

This study introduced our novel branch network incor-
porating attention information to improve the performance
of CNN for classifying masses on ABUS images. We uti-
lized the characteristics of breast mass recorded in radiol-
ogy reports to generate a simplified mask that required no
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additional labor for segmentation. The proposed MBN can
be attached to existing networks and has been shown to
boost performance. In future work, we will test variations
of branch network to find the optimal architecture. Also,
the method will be applied to more challenging problems
on ABUS such as cancer (malignancy)
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