





only done for the 194 brands as in closed-set object detec-
tion. The trained object detector was not able to detect novel
unseen brands, which limits its real scalability in real world.

Our work is mostly related with [2] and [9], where we di-
vide the end-to-end logo recognition pipeline into two steps:
firstly a general brand-agnostic logo detector detects candi-
date logo regions with high recall, and secondly but more
importantly, the heavy-lifting of brand classification is done
through a logo ROI feature embedder. Both [2][9] and our
work tackle the open-set problem, where none of the test
brand class is seen in training. In [2], a simple deep met-
ric learning (SDML) framework with hard negative mining
was proposed. However, the model was only evaluated on
1500 pairs of images with 248 classes.

2.2. Metric learning

Distance Metric learning (DML)[9, 13,38] has a very rich
research history. DML has great advantage when doing re-
trieval in open-set setting for never-seen classes. Its class-
number-agnostic feature also makes it ideal for scaling up
to more classes easily. In practice, the performance of DML
methods depend heavily on data mining strategies as there
are exponential number of pairs (mostly negative pairs) that
can be generated. Therefore, in this paper we propose to
build upon metric learning losses that require no sampling
[9,38], where it’s shown that metric learning with learnable
(proxy) embeddings can achieve state of the art results if the
task is formulated as a classification problem.

2.3. Scene Text Recognition (STR)

Recognizing text in natural scenes has attracted a lot of
interests and many new works are introduced in recent years
[1,6,17,21,22,28,29,37,39]. Most of these papers focus on
how to transform or regularize the text region to be better
aligned and hence improve the recognition accuracy. In [1],
a unified four-stage STR framework was summarized as the
standard recognition pipeline that most existing STR mod-
els fit into. We adopted this popular architecture as our text
recognition branch.

Tying these prior art with our current contributions, we
put DML into a multi-task learning framework. We em-
ploy text-aware loss along with metric loss and train two
branches jointly. With the help of synthetic text dataset[ 7]
and weak class labels, all these contributions lead to state-
of-the-art logo detection results as shown in Sec. 4.

3. Our Method

3.1. Sampling-free Classification based Deep Metric
Learning

Open-set means that the testing classes cannot be used
during training, and number of classes are not fixed. It is a

Figure 3. Sample images from the PL8K dataset showing that our
text-aware logo recognition approach accurately detects the right
logo for a given query-logo. Left column: query image, middle
column: previous non-text aware model’s incorrect retrieval (note
the visual similarity with query logo) , right column (ours): De-
spite the large visual dissimilarity, our proposed text-aware model
correctly retrieved logos, thanks to the help from text recognition.

common problem in industry, as it’s not economically effi-
cient to retrain a classifier whenever a new logo is added.
There are, however, very limited related works on open-
set logo retrievals. One good solution to open-set setting is
deep metric learning, which tries to learn a mapping of input
images to a latent space that preserves the semantic similar-
ity of the samples [9], from which we can use nearest neigh-
bor classifier to make predictions. DML is usually trained
with triplet constraints[ 3], which uses a hinge function to
create a fixed margin between the intra-class and inner-class
distances. The main issue with such triplet(positive-anchor-
negative)-based metric learning losses is that the sampling
strategy is crucial. Too easy triplets do not contribute to
the loss, while very hard ones could destabilize the train-
























