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Abstract

Learning a disentangled representation is essential to
build 3D face models that accurately capture identity and
expression. We propose a novel variational autoencoder
(VAE) framework to disentangle identity and expression
from 3D input faces that have a wide variety of expressions.
Specifically, we design a system that has two decoders: one
for neutral-expression faces (i.e. identity-only faces) and
one for the original (expressive) input faces respectively.
Crucially, we have an additional mutual-information reg-
ulariser applied on the identity part to solve the issue of
imbalanced information over the expressive input faces and
the reconstructed neutral faces. Our evaluations on two
public datasets (CoMA and BU-3DFE) show that this model
achieves competitive results on the 3D face reconstruction
task and state-of-the-art results on identity-expression dis-
entanglement. We also show that by updating to a condi-
tional VAE, we have a system that generates different levels
of expressions from semantically meaningful variables.

1. Introduction

A 3D Morphable Model (3DMM) for human faces was
proposed by Blanz and Vetter [3] more than 20 years ago.
Since then, it has gained widespread use in a wide vari-
ety of both 2D and 3D applications. In more recent years,
more non-linear 3D face models have being built that ex-
ploit powerful deep learning techniques. This has allowed
more detailed reconstructions from more compressed la-
tent representations [12]. Initially, models were built from
neutral-expression faces only, but with more comprehensive
datasets, newer approaches have also modelled facial ex-
pressions, for more general applications [14][25].

A key ability is to disentangle the identity part and the
expression part from any input data (see Figure 1), and di-
rect those disentangled parts into the corresponding model
components. Such approaches can be beneficial for many
applications, such as face reenactment and face recognition.

Raw Face Predicted Neutral Face Predicted Full Face

Figure 1. Disentangling identity from the full expressive face.

Here, we propose a concise architecture that improves
disentanglement performance with fewer restrictions, com-
pared to the state-of-the-art [40], and we evaluate the re-
sults, such as is given in Figure 1. To achieve this, we de-
sign two variational autoencoders (VAEs) for identity and
expression separately, but are able to train them in an end-
to-end manner without any pre-training. We employ the
attention-based point cloud transformer (PCT) [17] as the
encoder. This processes a set of points, which is unordered
and without local neighborhood connectivity information.
In other words, mesh topology is obviated, and we enable
training on point cloud data for disentangled facial expres-
sion modelling. We also follow the idea of the information
bottleneck in information theory, using an additional mu-
tual information regulariser to encourage disentanglement
and allow tuning of the compression of the latent represen-
tation. Furthermore, we utilise expression label information
provided by the datasets by employing a conditional VAE as
an upgrade to the proposed method. This enforces more dis-
entangled expression information and thereby contributes to
the explainability of the generative model.

In summary, our contributions are: 1) Incorporation of
the point cloud transformer network, removing the need
for a mesh vertex topology, and leveraging the high per-
formance of attention-based architectures. 2) Use of an
information bottleneck on the identity reconstruction sub-
system to encourage improved identity and expression dis-
entanglement. 3) Application of a conditional VAE as an
upgrade to the proposed method to further disentangle ex-
pression information and generate expressions from seman-
tically meaningful latent variables.
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2. Related Work

2.1. 3D Facial Expression Modelling

Human face modelling focuses on building models of
human faces to understand them. The 3D Morphable Model
(3DMM), first proposed by Blanz and Vetter [3], is per-
haps the most widely-employed technique in recent 3D face
modelling applications. 3DMMs model a linear or non-
linear 3D face space using a latent representation that may
be constructed in various different ways. Examples include
PCA [18, 4, 25], Gaussian mixture models [23], wavelet
decomposition [6], dictionary learning [13] and neural nets
[36]. The latent representation is sufficiently informative to
reconstruct the original 3D faces to some level of accuracy.
Here, we focus on neural net methods that are obtained by
deep learning based 3D-to-3D autoencoders. A 3D-to-3D
autoencoder based method means that it uses an encoder to
extract the latent representation from the input 3D face, and
a decoder to reconstruct the original input 3D face. Most
current 3D face datasets use 3D meshes to represent their
3D face scans. A 3D mesh comprises a point cloud and a
mesh topology. Depending on whether mesh topology in-
formation is utilised, encoder networks fall into two cate-
gories: (i) networks that process unordered point cloud data
(e.g. PointNet [30], PCT [17]), and (ii) Graph Convolu-
tional Networks (GCN) [5], which process sets of points
with a predefined mesh topology (i.e. meshes). Recent
GCN-based methods [2, 31, 24, 39] can only train on regis-
tered single datasets, however with PointNet, Liu et al. [26]
train on combined multiple datasets with different topolo-
gies without point correspondence, which is a significant
step towards reducing the limitations in the type of input
data employed. We choose to employ an intermediate solu-
tion, such as [10], which uses registered point clouds only
on single datasets and achieves better reconstruction and ex-
pression disentanglement results without topology informa-
tion. Noting recent successes of transformer networks [37]
in computer vision tasks [11], we use an open-sourced ap-
proach that applies this architecture to point cloud data (the
Point Cloud Transformer (PCT) [17]) as our encoder.

3DMMs initially focused on modelling the variance over
different identities of people, e.g. Basel Face Model 2009
(BFM09) [18], but latterly have added additional expression
models to better model real faces that possibly appear with
expressions. A number of works [4, 15, 31] model expres-
sion by modelling datasets that contain faces with expres-
sion, resulting in a set of identity-expression mixture coef-
ficients. On the other hand, a number of models use sepa-
rate coefficients for identity and expression [14, 25, 26, 7].
However, all aforementioned methods do not explicitly dis-
entangle identity and expression and the two disentangling
works that are most related to us, [19] and [40], both use the
GCN (Graph Convolutional Network, [5]) as their encoder.

2.2. Disentangled 3D Facial Expression Modelling

To achieve facial expression disentanglement, the way
in which identities and expressions are combined has to be
defined. In the context of modelling identity and expres-
sion in two separate sets of coefficients, Egger et al. [12]
classify the combination of identity model and expression
model into three categories: additive, multiplicative and
non-linear models. Zhang et al. [40] uses the additive as-
sumption where expressions are represented in a blendshape
that each vertex’s coordinates can be directly added to the
corresponded neutral face vertex’s coordinates. Jiang et al.
[19] use the non-linear model way that feeds both identity
and expression latent code to a deep neural network and
synthesis the final expression faces directly, which is the
approach that we follow in our proposed method.

Jiang et al. [19] employed two networks, one removing
identity and one removing expression from the input face,
thus expecting the synthesised face to be the average face.
They also synthesise the original face by a fusion network
that combines the results from the identity remover and the
expression remover. Zhang et al. [40] achieved the current
state-of-the-art in 3D facial expression disentanglement re-
sults. They propose to add an objective that suggests inde-
pendence between the identity latent code and the expres-
sion latent code by utilising a discriminator similar to the
one that Kim and Mnih [20] proposed.

2.3. VAE Information-based Methods

There are a number of works that implement
information-theoretic ideas into their VAE-based ar-
chitecture; for example, the Variational Information
Bottleneck (VIB) proposed by Alemi et al. [1]. Starting
from the information bottleneck idea firstly proposed by
Tishby et al. [34], Alemi et al. propose to optimise the
information bottleneck using deep neural networks. This
results in a similar autoencoder architecture to the VAE.

One of the main terms in information theory related to
VAEs is the mutual information between the input and the
latent code. However, analytically calculating this term re-
quires a forward pass of the encoder network on the entire
dataset for every backpropagation. This is undesired since
it can increase the training time prohibitively. InfoGAN [9]
uses Monte Carlo simulation to estimate a lower bound for
the mutual information term directly. Kim et al. [20] and
Zhang et al. [40] use the density ratio trick [28, 33] by in-
troducing a discriminator. InfoVAE [41] obtains unbiased
samples of the latent code by running a forward pass of
decoder and encoder [16], and propose to use other diver-
gences such as the Jensen-Shannon divergence. Here, we
use Mini-batch Weighted Sampling (MWS), used in beta-
TCVAE [8], to obtain a direct estimate of the aggregated
prior without additional hyper-parameters or networks.
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Figure 2. Overview of the architecture. LBR combines Linear, BatchNorm and ReLU layers. MLP stands for multi-layer perceptron.
Additional conditional VAE add-ons are marked in red.

3. Proposed Method

3.1. Architecture

Denoting a 3D face point cloud Xi ∈ RM×3 where
i ∈ [1. . N ] and M is the number of points in each
3D face. We assume the dataset is comprised of{
X1, X

id
1 , . . . , XN , Xid

N

}
, that means for each 3D face in

the dataset, there is a corresponding identity face (i.e. neu-
tral face). The goal is to reconstruct an identity face and full
(expressive) face independently using their respective latent
representations. We illustrate our architecture in Figure 2.

We separate the whole 3D facial expression modelling
system into two sub-systems: identity (ID) VAE and full-
face VAE, sharing the same encoder and trained simulta-
neously in an end-to-end manner. We follow the common
VAE structure to build each sub-system in the first place.
The point cloud transformer (PCT [17]) is used as our en-
coder network q (zid, zexp | X,ϕ) with learned weights ϕ
that extracts features from 3D face point clouds, then pre-
dicts two sets of latent code: the identity latent code zid and
the expression latent code zexp. We utilise two separate de-

coders p
(
X̂id | zid, θid

)
and p

(
X̂ | zid, zexp, θfull

)
with

weights θid and θfull to reconstruct the identity face and
the full face respectively. We cut off the gradient back-
propagation flow for zid from decoder θfull to avoid up-
dating the identity latent code with respect to errors that
contain expression information.

Following the common VAE design for loss functions,
we utilise reconstruction losses (Lid and Lrec) and varia-
tional loss LKL which will be explained in Section 3.2. In
addition to the usual VAE structure, we utilise only an ad-
ditional mutual information regularisation function on the
identity latent code Lmi, achieving significant improvement
on disentanglement results compared to the current state of
the art. We will explain the choice of this regulariser in
Section 3.3, elaborate the two loss functions Lid and Lmi

jointly as an information bottleneck. In Section 3.4, the four

loss components are summed to give the loss function that
enables end-to-end training of our network.

3.2. 3D Face VAE

3.2.1 Variational Autoencoder (VAE)

The VAE [22] is a generative model that aims to generate
data based on approximated real data distribution P (X)
by conditioning real data on a latent vector, i.e. P (X | z).
However, this often has an intractable posterior P (z | X).
The VAE uses a deep neural network (denoted as de-
coder network) to approximate the conditional probability
P (X | z) and uses another deep network (denoted as en-
coder network) to approximate decoder distribution’s pos-
terior distribution. To enable joint training of the two net-
works, the VAE uses a unified loss function named the Evi-
dence Lower Bound (ELBO). This maximises the data dis-
tribution likelihood by maximising its lower bound. The
ELBO loss function is formed as follows:

ELBO =− Eqϕ [log pθ (X | z)] (1)
+KL (qϕ (z | X) ∥ P (z)) , (2)

where qϕ is the encoder, and pθ the decoder.

3.2.2 Point Cloud Transformer (PCT)

We adopt the point cloud transformer (PCT, [17]) as our en-
coder to extract a latent code from input data. The PCT is an
attention-based [37] network that processes unordered point
sets and employs farthest point sampling and nearest neigh-
bor search for input embedding. The core component, the
attention module, takes the embedded point cloud inputs,
and generates refined attention features based on global
context by connecting all pairs of point clusters with atten-
tion weights. The attention feature is then fed into MLPs
to generate identity and expression latent codes. Our archi-
tecture, using a PCT-based encoder, is depicted in Figure
2.
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3.2.3 Our Proposed Method

To practically construct VAEs for both the identity sub-
system and the full face sub-system, we have to build vari-
ational inference for the latent codes. Thus we let the en-
coder output the mean µ and the standard deviation σ of an
isotropic Gaussian distribution N (µ, diag (σ)) that repre-
sents the latent code’s distribution. Then the latent code is
sampled from the predicted latent code distribution. Here
we follow the original VAE paper [22] and use the reparam-
eterisation trick [22] for differentiable sampling. Therefore,
the KL loss (Equation 2) from the ELBO loss for both iden-
tity and expression latent code can be formed as:

LKL = KL (qϕ (zid, zexp | X) ∥ N (0, I)) . (3)

Meanwhile, it is a common practice to replace the recon-
struction term 1 in the ELBO loss with a loss function that is
used in non-variational deep learning tasks, such as the L1
norm used in [24, 19, 40] or Mean Squared Error (MSE).
We adopt the MSE, and the two reconstruction losses for
identity and full faces are:

Lid = ∥X̂id −Xid∥22 and Lrec = ∥X̂ −X∥22. (4)

By doing so, we ensure the same reconstruction goal
with the loss function that is practically proven to work well
with stochastic gradient descent. This leaves the latent code
to be the only variational part that is represented in distri-
butions. The KL loss can then be seen as a regulariser that
pulls them towards unit isotropic Gaussian distributions.

3.2.4 Additional Experiment: Conditional VAE

Several datasets provide corresponding labels along with
their data. Utilising such information in a generative model
can be beneficial for its performance and explainability.
Sohn et al. [32] propose the Conditional Variational Au-
toencoder (CVAE), which utilises label information to al-
low the modelling of raw data conditioned on it. The main
modification to the original VAE is to make both the en-
coder distribution qϕ and the decoder distribution pθ condi-
tion on corresponding labels Y . The ELBO loss function in
our setting for the full face VAE is then modified to:

ELBOcvae = Ez [logP (X | zid, zexp, Yexp)]

−KL (qϕ (zexp | X,Yexp) ∥ P (zexp | Yexp)) , (5)

where Yexp is a one-hot encoded expression label multiplied
by the expression’s level, which has the range [0, 1].

As shown in Fig. 2 (red parts), we build a CVAE archi-
tecture upon our VAE architecture, by concatenating one-
hot labels after the penultimate fully connected layer in our
encoder. The one-hot encoded labels are also concatenated
after the expression latent code, which is then passed to the
full face decoder. With the CVAE, the trained decoder can
generate new samples from given expression labels.

3.3. Mutual Information Regulariser

Due to the cost of 3D scans, most of the current 3D
face datasets are obtained under specific experimental con-
ditions rather than from in-the-wild. To increase the num-
ber of 3D faces collected, one has to acquire multiple scans
of the same person. In this case, there exists groups of
3D face indices K ⊂ [1. . N ], such that their correspond-
ing 3D faces share the same corresponded neutral face, i.e.
Xk = Xk′ ,∀k, k′ ∈ K. Therefore, the identity VAE part
differs from the traditional VAE in two respects. Firstly,
the ID decoder θid does not reconstruct the original in-
put; rather, it reconstructs an expression-neutralised input,
which has information content that is always less than or
equal to that of the input. Secondly, assuming a single latent
code, with the identity and the expression parts entangled,
the ID decoder would have to reconstruct the same 3D face
identity from different latent codes. That is, the identity la-
tent code zid would contain information about expressions
on the input face. Thus, we propose an information bot-
tleneck on the identity latent code, and address both chal-
lenges at the same time. We then modify it to work with a
deep VAE model as a combination of a mutual information
regulariser Lmi and the identity reconstruction loss Lid. It
simultaneously encourages the decoder to better reconstruct
the identity face and forces the identity latent code to con-
tain only the information of the reconstructed neutral faces
and, therefore, achieves better identity and expression dis-
entanglement.

3.3.1 Information Bottleneck

An information bottleneck is an information theory idea
proposed by Tishby et al. [34]. The main idea is to build
an objective function that jointly maximises the mutual in-
formation between the latent code and its reconstruction,
and that minimises the mutual information between the in-
put and the latent code. Putting more weight on the second
of these terms allows for a more compressed latent repre-
sentation [1].

In the identity sub-system scenario, the encoder encodes
faces with expressions, which naturally introduces redun-
dant expression information into the identity latent code,
resulting in low compression efficiency. So we propose to
put more weight on compression, jointly with reconstruct-
ing neutral faces, to eliminate expression information con-
tained in the identity latent code. Also, the information bot-
tleneck does not assume the reconstruction has to be iden-
tical to the input. Thus, to fit the information bottleneck to
the identity sub-system, the objective can be formulated as:

JIB = −I (Xid; zid) + I (zid;X) , (6)

Note that the Lagrangian multiplier in the second term from
the original information bottleneck objective is ignored at
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this stage, because the weight of the second term is built
into the deep learning framework via hyper-parameters, de-
scribed later in this section.

To begin with building this objective into the current 3D
face VAE system, we reformulate the objective JIB’s first
term as:

I (Xid; zid)

≈
∫
Xid

∫
zid

p (Xid, zid) log p (Xid | zid) dziddXid (7)

Following the assumption described in the architecture, we
have:

p (Xid, zid) =

∫
X

p (zid | X) p (X,Xid) dX. (8)

Since X and Xid form a data point in the dataset of size N ,
we can estimate p (X,Xid) using the dataset (i.e. empiri-
cal data distribution), then further derive an empirical lower
bound of the mutual information in Equation 7:

I (Xid; zid)

≥ 1

N

N∑
n

Ezid∼qϕ

[
log pθid

(
Xid

n | zid
)]

, (9)

where the encoder network qϕ is used to estimate the con-
ditional probability p (zid | Xn) and the identity decoder
network pθid is used to estimate the conditional probabil-
ity p

(
Xid

n | zid
)
, thus we have the final result in Equation

9. By comparing with the reconstruction loss in the origi-
nal ELBO loss in Equation 1, we note that Equation 9 is an
aggregated negative likelihood of the reconstructed identity
faces. In order to take advantage of mini-batch training and
stochastic gradient descent, we use mean squared error loss
Lid in Equation 4 to replace the original variational recon-
struction loss. Using stochastic gradient descent to back-
propagate from the loss function Lid on a mini-batch basis
can be seen as a practically effective way of estimating the
gradient of the aggregated negative likelihood in Equation
9 over the whole dataset. Thus we encourage better recon-
struction of the identity face, by effectively maximising the
mutual information between Xid and zid.

Using the encoder network to estimate the conditional
probability p (zid | X) in second mutual information term
in Equation 6, results in the mutual information loss Lmi,
given as:

Lmi = Iq (zid;X) = EX [KL (qϕ (zid | X) ∥ qϕ (zid))] .
(10)

However, obtaining the aggregated posterior qϕ (zid) =
EX [qϕ (zid | X)] directly can be undesirable, since it re-
quires a forward pass of the entire dataset on the encoder

network for each backpropagation [20]. Therefore we ap-
plied the mini-batch weighted sampling (MWS) technique
proposed by [8], which was inspired by importance sam-
pling, to estimate qϕ (zid). Suppose we have a mini-batch
of {X1, . . . , XB}, the estimator is formed as:

Eqϕ(zid) [qϕ (zid)] ≈

1

B

B∑
i

log 1

NB

B∑
j

qϕ (zid (Xi) | Xj)

 , (11)

where zid (Xi) is a sample from qϕ (zid | Xi).
We have formed an information bottleneck on identity

faces, resulting in the combination of two loss functions
Lid and Lmi. However, the original information bottleneck
introduces a Lagrangian multiplier to allow tuning of the
compression level. Since we replaced the variational re-
construction loss with a MSE loss, both loss functions have
to be re-weighted to correctly balance the training process.
Thus we introduce two hyper-parameters βid and βmi for
this purpose. To strengthen the information bottleneck, one
can increase βid for better reconstructed identity faces and
increase βmi for a more compressed identity latent code.

3.4. Final Loss Function

To balance the reconstruction loss and KL loss, two addi-
tional hyper-parameters are introduced, resulting in the full
loss function:

L = λ1 (Lrec + βidLid) + λ2 (LKL + βmiLmi) . (12)

Where we divide four loss components into two groups,
balancing them with λ1 and λ2, then increasing the informa-
tion bottleneck weights β1 and β2 to strengthen its effect.

3.5. Implementation Details

PyTorch [29] is used to build the whole sys-
tem. The encoder PCT uses the original PCT pa-
per’s architecture on the self-attention module, fol-
lowed by fully connected layers that are configured as
{1024/256/64/ (∥zid∥+ ∥zexp∥)× 2}. For decoders, the
identity decoder and the full face decoder share the same
architecture: an MLP with 256 hidden neurons. For a fair
comparison with other models the evaluate on the CoMA
dataset, we choose latent code sizes as ∥zid∥ = 4 and
∥zexp∥ = 4. For the loss function weights, we use λ1 =
6.6 × 10−2, λ2 = 3 × 10−3, βid = 10, βmi = 50. The
whole system is trained over 300 epochs with the Adam
[21] optimiser and we set the learning rate to 5× 10−5 with
a L2 weight decay [27] set to 10−4 and a learning rate de-
cay of 0.7 for every 50 epochs. The KL loss and mutual
information regulariser weight λ2 decays linearly to 0 over
350 epochs.
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4. Evaluation

We now evaluate the performance of our proposed sys-
tem. After presenting the two datasets and the evaluation
metrics, we compare our proposed VAE with three state-of-
the-art systems in quantitative evaluations. We then present
an ablation study and, finally, qualitative results for both
proposed VAE (Figure 4 and Figure 5) and conditional VAE
(Figure 6 and Figure 7) are presented. Note that all experi-
ments are based on point clouds only, with the mesh topol-
ogy only used for visualisation.

4.1. Datasets

CoMA Dataset [31] This contains scans of 12 individu-
als performing 12 different expressions. For each subject-
expression pairing, there is a video of that person making
the desired expression, giving a total of 20, 466 3D scans
in the dataset. All of the 3D face scans are registered with
FLAME topology [25] and are pose normalised. We follow
the data split scheme proposed by [19] and [31] that sorts
all videos in alphabetical order, and then takes 10 frames for
every 100 frames as the test set and train on the reminder.

BU-3DFE [38] This contains 100 individuals each with
6 different expressions over 4 different expression levels.
For each subject, one neutral scan is performed, resulting
in a total of 2, 500 scans. All the 3D face are registered to
the same topology. In order to further normalise the pose,
we perform a rigid registration of all 100 neutral faces to
their mean based on a number of landmarks. Then for each
subject, their 24 expression scans are rigidly registered with
the neutral face based on a number of expression invariant
key points. Finally, following [40], the first 10 subjects are
selected as the test set and the rest are used for training.

4.2. Evaluation Metrics

We employ the same evaluation metrics as the most
closely related papers [19, 40], namely reconstruction er-
ror and disentanglement error (this is exactly the same error
as the decomposition error used in [40]).

Reconstruction Error The fundamental metric for a gen-
erative model is reconstruction error. Since all the vertices
are corresponded to the ground truth, we can use the Av-
erage Vertex (Euclidean) Distance (AVD) to measure the
reconstruction quality:

Erec =
1

M

M∑
j

∥∥∥X̂j −Xj

∥∥∥
2
, (13)

where M is the number of vertices in a single face.

Disentanglement Error The disentanglement error mea-
sures the variance in the predicted identity faces from the
same subject. Given a subset of the test set that contains
various expressions from the subject d denoted as: {Mi},
the predicted identity faces (i.e. neutral faces) can be gen-
erated by the system, denoted as:

{
Mid

i

}
. Let Md denote

the mean face of all predicted neutral faces for subject d.
The disentanglement error can then be formulated by:

Edis = σ
({∥∥Mid

ij −Md
j

∥∥
2

})
, (14)

where j is the vertex index and σ is the standard deviation
function. Jiang et al. [19] propose to apply the same er-
ror metric on predicted expressions from different subjects
that perform the same expression. We omit this analysis,
because we assume different subjects perform the same ex-
pression in different ways, thus the expression disentangle-
ment error is expected to be high. However, we use a con-
ditional VAE to further disentangle expression information.

4.3. VAE Quantitative Evaluation

Compared Methods We compare our work to a num-
ber of 3D face modelling methods based on the autoen-
coder structure. MeshAE [31] and SpiralNet++ [15] both
focus on applying a GCN architecture to 3D-to-3D mesh re-
construction, regardless of disentanglement. FLAME [25]
builds identity and expression latent representations sepa-
rately and reconstructs using a linear system. The two most
related works to our proposed system are Jiang et al. [19]
and Zhang et al. [40]. Both of these focus on disentangled
facial expression modelling using GCN architectures and
are evaluated using same metrics.

Table 1 gives disentanglement results for several sys-
tems. Our baseline, denoted as ”Ours - No IB” which stands
for no Information Bottleneck, sets βid to 1 and βmi to 0
and obtains a competitive result. One intermediate result
“Ours - βmi = 0” sets βid = 10 and βmi = 0 shows the
effectiveness of the Lmi solely. Our final proposed method
sets βid = 10 and βmi = 50 and surpasses the current state-
of-the-art by a large margin.

Method mean median
FLAME[25] 0.599 0.591
Jiang et al. [19] 0.064 0.062
Zhang et al. [40] 0.019 0.020
Ours - No IB 0.025 0.022
Ours - βmi = 0 0.016 0.013
Ours 0.006 0.005

Table 1. Disentanglement result (mm) compared with current lit-
erature on CoMA dataset.

The detailed results of reconstruction error are shown in
Table 2. The reconstruction results are divided into two
groups, where non-disentangling methods generally have
better reconstruction results. One potential reason is that
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disentanglement methods add extra objectives for disentan-
glement that act similar to regularisers, which will make re-
construction performance drop. However, from the results,
our model can still achieve competitive reconstruction re-
sults. Furthermore, by comparing the two results of our
model, the performance drop on reconstruction quality in-
troduced by the mutual information regulariser is a tolerable
price to pay for disentanglement.

Method mean ± std median ne mean ± std median

Non-disentanglement
Methods

MeshAE[31] 0.845± 0.994 0.496 \ \
SpiralNet++[15] 0.543± 0.663 0.320 \ \

Ours - No IB 0.614± 0.192 0.594 0.065± 0.021 0.065
Ours - βmi = 0 0.604± 0.183 0.581 0.054± 0.020 0.049

Disentanglement
Methods

FLAME[25] 1.451± 1.649 0.871 \ \
Jiang et al. [19] 1.413± 1.639 1.017 \ \
Zhang et al. [40] 0.665± 0.748 0.434 \ \

Ours 0.663± 0.215 0.643 0.051± 0.021 0.048

Table 2. Reconstruction results: Average Vertex Distance (mm)
compared with literature on the CoMA dataset (column 3 and 4).
Our methods’ reconstructed neutral faces AVD (column 5 and 6).

The results for disentanglement error and reconstruction
error on the BU-3DFE dataset are shown in Table 3. Our
approach here employs βid = 1 and βmi = 50 to obtain a
better disentanglement result compared to current state-of-
the-art, again with a competitive reconstruction error.

Method Disentanglement Error Reconstruction Error
mean median mean ± std median

FLAME[25] 0.600 0.632 2.596± 2.055 2.055
Jiang et al. [19] 0.611 0.590 2.054± 1.199 1.814
Zhang et al. [40] 0.361 0.327 1.551± 0.924 1.375

Ours 0.328 0.296 1.628± 0.333 1.589

Table 3. Disentanglement results (mm) compared with current lit-
erature on the BU-3DFE dataset.

4.4. Ablation Studies

The effect of introducing the information bottleneck is
now evaluated. In Figure 3a and Figure 3b, we study the
impact of modifying the mutual information regulariser’s
weight βmi ∈ {0, 10, 25, 50, 75, 100} while keep the iden-
tity reconstruction loss weight at fixed values βid ∈ {0, 10}.
From the graphs, one can observe that increasing identity
loss weight and mutual information regulariser weight can
result in lower disentanglement error and higher reconstruc-
tion error. The increase in reconstruction error is expected
because there exists a fundamental trade-off for the infor-
mation bottleneck (IB) between concise representation and
good reconstruction power [35]. The mutual information
regulariser encourages the first term, while the reconstruc-
tion errors encourage the other. Meanwhile, using overly
large IB weights can harm performance. From the graphs,
one can observe that given an identity reconstruction loss is
not strongly weighted, the information bottleneck can con-
strain the necessary information to convey from input to la-
tent code, resulting in an overly compressed latent repre-
sentation. Therefore, it is critical to adjust the information
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Figure 3. Mutual information regulariser weights’ impact on: (a)
disentanglement error and (b) reconstruction error, CoMA dataset

bottleneck to the appropriate level, which can raise the dif-
ficulty in hyper-parameter tuning in practice. Also, another
drawback of the system is that the disentanglement error can
have a relatively larger variance. When repetitively training
three times without and with the mutual information reg-
ulariser, the variance of disentanglement error raises from
0.0002 to 0.0014. This is because we use sampling to ob-
tain the mutual information term. Finally, we apply the
mesh topology to the reconstructed point clouds to evalu-
ate mesh quality in regard to self-intersecting faces (fewer
is better). On the CoMA dataset, compared to the ground
truth data, which has 548.60 intersecting faces per mesh,
the reconstructed data has an average of 510.06 intersecting
faces per mesh. For the BU3DFE dataset, the number of
intersecting faces per-mesh is 0.012 and 0.020 for ground
truth and reconstruction respectively.

Although we obtained the state-of-the-art disentangle-
ment result on BU-3DFE dataset, the performance on un-
seen identities in the BU-3DFE dataset remains challeng-
ing, as the information bottleneck is not as effective as when
it is applied to the CoMA dataset. We evaluate the effective-
ness of mutual information loss on BU-3DFE. Raising βmi

from 0 to 50 only results in a small decrease of the disen-
tanglement error from 0.332 to 0.328. The reconstructed
neutral for βmi = 50 has an average vertices distance of
2.264mm, increased from 2.253mm when βmi = 0. The
main reasons for the non-ideal overall performance on BU-
3DFE are: 1) part of the faces are not well registered with
each other, resulting in small pose differences and noise; 2)
lack of data causes difficulties in avoiding overfitting in the
current setup, and Lmi on a smaller dataset is not as effec-
tive as on a larger dataset e.g. CoMA; 3) each subject con-
tains only 24 faces with expressions, which is insufficient
compared to ∼ 1, 200 per subject in the CoMA dataset; 4)
100 different identities are present, making it easier to learn
the variation of expressions than identities, thus the neutral
AVD is higher.
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Figure 4. Visualisation of reconstruction quality on both identity
and full face.

4.5. VAE Qualitative Evaluation

In Figure 4, we demonstrate the reconstruction quality
for both identities and full faces (i.e. with expression). With
the information bottleneck applied, the reconstructed neu-
tral faces have extremely low error.

In Figure 5, we visualise the identity latent code on the
model trained on BU-3DFE dataset by dimension reduction
using PCA. We show that the learned model clusters the
latent representation for similar faces.

Figure 5. Scatter plot of PCA-processed identity latent code on
BU-3DFE dataset. The axes represent dimensionally-reduced la-
tent code values. Different subjects are marked with their hexadec-
imal ID and with different colours.

4.6. Conditional VAE Evaluation

We also perform evaluations using a CVAE using the
same hyper-parameters as the proposed method on CoMA
data. By providing 12 explainable expression-level vari-
ables to the decoder, 3 out of 4 expression latent variables
are collapsed to the standard Gaussian distribution, while
the remaining variable encodes mouth direction (visual de-
tails in Figure 6). This reduces the uninterpretable latent
variables from 8 to 5. Our CVAE gives a reconstruction er-
ror of 0.740mm and disentanglement error of 0.008mm. It
enables the generation of expressions with semantic expres-
sion labels in exchange for a small performance drop.

(1) (2) (3) (4) (5)

Same Identity

Same Expression

Figure 6. Conditional VAE generated samples. Upper row:
same identity, different expressions; Lower row: same expression
(mouth extreme), different identities. The expressions generated
on the first row are: (1) bare teeth. (2) eyebrow, (3) lips up, (4)
mouth side (left) and (5) mouth side (right)

0 0.25 0.50 0.75 1.0 1.5

Figure 7. Conditional VAE generated samples with gradual in-
creasing expression level on cheeks in expression.

In Figure 6, we use the full face decoder part of the con-
ditional VAE to generate faces directly. The upper row
demonstrates the different expressions generated upon a
fixed identity by providing an expression level for selected
expression. We can also control which expression to gen-
erate by changing the corresponding variables. The CoMA
dataset only provides one label for the mouth going to both
left and right side, however, the conditional VAE still cap-
tures that information and stores it as one variable in zexp.
Given other latent variables are collapsed to a prior, modi-
fying this uninterpretable variable results in (4) and (5) on
the first row of Figure 6. The bottom row shows generating
the mouth extreme expression using different identities. Fi-
nally, Figure 7 shows that with the CVAE, one can generate
certain expressions with different levels of intensity.

5. Conclusion
We demonstrated identity and expression disentangle-

ment, using an intuitive structure with an additional infor-
mation bottleneck on the identity sub-system. We showed
that the information bottleneck can be integrated with the
current VAE training structure by adding an additional mu-
tual information loss. Future work may include finding the
optimal boundary for optimised weight selection and fur-
ther increasing the method’s efficiency for datasets with
fewer scans per subject. Our results show that the our ar-
chitecture performs better than the current state-of-the-art
in term of disentanglement performance. Furthermore, with
use of a CVAE, we are able to generate expressions using
expression labels and their corresponding expression levels.
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