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Abstract

The brittleness of deep image classifiers to small adversarial input perturbations has been extensively studied in the last several years. However, the main objective of existing perturbations is primarily limited to change the correctly predicted Top-1 class by an incorrect one, which does not intend to change the Top-$k$ prediction. In many digital real-world scenarios Top-$k$ prediction is more relevant. In this work, we propose a fast and accurate method of computing Top-$k$ adversarial examples as a simple multi-objective optimization. We demonstrate its efficacy and performance by comparing it to other adversarial example crafting techniques. Moreover, based on this method, we propose Top-$k$ Universal Adversarial Perturbations, image-agnostic tiny perturbations that cause the true class to be absent among the Top-$k$ prediction for the majority of natural images. We experimentally show that our approach outperforms baseline methods and even improves existing techniques of finding Universal Adversarial Perturbations.

1. Introduction

Along with revolutionizing a wide range of tasks, Deep Neural Networks (DNNs) are intriguingly vulnerable to imperceptibly perturbed inputs, also known as adversarial examples [40, 19, 12]. These malicious well-designed perturbations are carefully crafted in order to cause neural networks to make mistakes. They may attempt to target a specific wrong class to be a prediction (targeted attack), or to yield a class any different from the true one (untargeted attack). Such adversarial perturbations found potential vulnerabilities of practical safety-critical applications of DNNs in self-driving cars [17, 20], speech recognition systems [6, 13], face identification [38, 25]. Moreover, modern defenses to adversarial attacks are found to be ineffective [7, 41]. These security issues compromise people’s confidence in DNNs. Thus, it is crucial to investigate and study different types of adversaries on deep learning models.

Although several adversarial attacks are found to be physically realizable [11, 8], the vast majority of them study high frequency pixel-wise perturbations, which heavily exploit the fact that images are in digital domain. However, in many digital real-world applications of DNNs, such as web search engines, recommendation systems, and computer vision cloud APIs (Google Cloud Vision [1], Amazon Rekognition [2], IBM Watson Visual Recognition [3], Microsoft Azure Computer Vision [4], Clarifai [5]), Top-$k$ prediction is more important and meaningful. A user usually gets $k$ most likely classes corresponding to a particular request and some of them are very similar and difficult to differentiate. Therefore, fooling Top-$k$ prediction in such settings is more relevant. Traditional techniques of computing adversarial examples mainly target fooling the Top-1 prediction of DNNs, sometimes even just swapping classes from the Top-2 prediction. This still makes the true class to be present among Top-$k$ prediction. Only a couple of works [23, 45] study Top-$k$ perturbations, however, they lack practical usability and time efficiency. We fill the gap and provide alternative much faster perturbations. We non-trivially extend simple and accurate Top-1 adversary to Top-$k$ case by formulating a multi-objective optimization problem.

Our method is built upon DeepFool [33], a simple and effective approach of constructing small Top-1 adversarial noise. It analytically finds a perturbation in the direction towards classifier’s closest linearized decision boundary, which is computed using first-order Taylor approximation. Based on DeepFool, input-agnostic small universal adversarial perturbations (UAPs) were proposed in [32]. Mere addition of such UAPs of a small norm cause neural networks to make mistakes on majority of natural images. The existence and cross-model transferability of such perturbations show the threats of DNNs deployment in the real-world scenarios, as adversaries can straightforwardly compute and exploit them in a malicious manner. However, no UAPs have been proposed to fool Top-$k$ prediction previously. To fill this gap, we propose a systematic algorithm to find universal Top-$k$ perturbations. A visual illustration of a Top-$k$ UAP is shown in Figure 1.
The main contributions of this paper are following:

- We propose \textit{kFool} - a simple and accurate method to compute a Top-\textit{k} adversarial perturbation to an image that makes the true class to be absent among the Top-\textit{k} prediction. Inspired by the idea of DeepFool [33], we linearly approximate decision boundaries and efficiently find such direction that simultaneously push data point maximally closer to classifier's \textit{k} nearest decision boundaries.

- We show efficacy of \textit{kFool}, by demonstrating that it is possible to construct a Top-\textit{k} adversarial perturbation of a small magnitude, bounded either in \(\ell_2\) or \(\ell_\infty\), and compare it to popular existing Top-1 adversarial perturbations crafting techniques.

- We propose \textit{Top-k Universal Adversarial Perturbations (kUAPs)}, based on \textit{kFool}, extending the perturbations to image-agnostic scenarios.

- We experimentally show that kUAPs outperform baseline methods and even improve existing techniques of generating UAPs on standard ILSVRC2012 validation dataset.

2. Background

Here, we describe preliminaries of adversarial examples to introduce our method. Given an input image \(x_0 \in \mathcal{R}^m\) and an image classifier \(F : \mathcal{R}^m \rightarrow \mathcal{R}^C\) for \(C\) classes, the (Top-1) adversarial perturbation [40] for an input \(x_0\) is a noise \(v \in \mathcal{R}^m\), such that the norm of the perturbation is small, \(\|v\| \leq \varepsilon\), and the perturbed image is missclassified:

\[
\arg \max_i F_i(x_0) \neq \arg \max_i F_i(x_0 + v). \tag{1}
\]

where \(F_i\) is the output logit corresponding to the class \(i\).

The classical work FGSM [19] proposed a single-step way to craft an adversarial perturbation with small \(\ell_\infty\)-bound value of \(\varepsilon\) for an input \(x_0\) with a true label \(y\), using gradient of a loss function \(\mathcal{L}\) (typically, cross-entropy) between the prediction \(F(x_0)\) and the true label \(y\):

\[
x_{adv} = x + \varepsilon \, \text{sign}(\nabla_x \mathcal{L}(F(x_0), y)), \tag{2}
\]

An iterative version of FGSM with random initialization is Projected Gradient Descent (PGD) [26]. It finds a smaller perturbation but requires a significant amount of time.

Our work is built upon the DeepFool [33], where a geometry-inspired fast way was presented. The method is as following: suppose, we have a linear two-class classifier \(f(x) = w^T x + b\) with a separating plane \(f(x) = 0\) and an input image \(x_0\). The optimal (minimal norm) perturbation is the distance to the separating plane \(f(x) = w^T x + b = 0\):

\[
r(x_0) = -\frac{|f(x_0)|}{\|w\|^2} w, \tag{3}
\]

and its magnitude is \(d(x_0) = \|r(x_0)\|_2 = \frac{f(x_0)}{\|w\|^2}\). For an arbitrary deep differentiable classifier, the first-order Taylor expansion allows to approximately linearize decision boundary and approximate the “slope” \(w\) as:

\[
w \approx \nabla_x f. \tag{4}
\]

For a multi-class classifier, “one-vs-all” scheme is used.

Specifically, for an input \(x_0\) and \(i\)-th decision boundary:

\[
f_i(x_0) = F_{true}(x_0) - F_i(x_0), \quad w_i = \nabla_x F_{true}(x_0) - \nabla_x F_i(x_0), \tag{5}
\]

Thus, the \(\ell_2\)-minimal perturbation \(r(x_0)\) to fool this linearly approximated classifier for \(x_0\) can be computed as:

\[
r(x_0) = \frac{f_c(x_0)}{\|w_c\|_2} w_c, \quad \text{where } c = \arg \min_{i \neq \text{true}} \frac{|f_i(x_0)|}{\|w_i\|_2} \tag{6}
\]

Using Holder’s inequality, the \(\ell_\infty\)-minimal perturbation is:

\[
r(x_0) = \frac{|f_c(x_0)|}{\|w_c\|_1} \text{ sign } w_c, \quad \text{where } c = \arg \min_{i \neq \text{true}} \frac{|f_i(x_0)|}{\|w_i\|_1} \tag{7}
\]
Since the first-order Taylor expansion is a linear approximation, it may deviate from the actual decision boundary of the classifier. Therefore, the procedure should be repeated in an iterative manner: the original image is perturbed, then a new perturbation vector for the perturbed image is computed and so on. However, only few iterations are needed for DeepFool algorithm to quickly reach an incorrect class, finding an efficient Top-1 adversarial perturbation. It usually swaps classes from Top-2 prediction, consequently, Top-k prediction still contains the correct class.

3. $k$-Fool

Our target is different: we need to perturb the initial image such that the true class is not only outside the Top-1 prediction, but it is outside the Top-k prediction. Similarly to (1), we formulate the Top-k adversarial perturbation for an input image $x_0$ as a noise $v \in \mathcal{R}^m$, such that the norm of the perturbation is small, $|v| \leq \varepsilon$, and the original class is outside of the largest $k$ components of $F(x_0 + v)$:

$$\text{arg max}_{i} F_i(x_0) \notin \text{arg sort}_{i} F_i(x_0 + v)[; k], \quad (8)$$

where arg sort is the function that returns indices of sorted elements in decreasing order and $[; k]$ shows the first $k$ components. This notation is used for convenience and readability. However, in formal mathematics it can be written as $\{j \mid F_j(x_0 + v) \in \text{arg max}_{\mathcal{A} \subseteq F(x_0 + v), |\mathcal{A}| = k} \sum_{a \in \mathcal{A}} a\}$. The task is usually to find an optimal perturbation: the perturbation that satisfies (1) or (8) and has minimal norm. DeepFool attempts to solve this task for Top-1 efficiently, however it does not intend for Top-k. By considering $k$ nearest decision boundaries we can construct such a perturbation in the same computational cost as the DeepFool.

To illustrate $k$-Fool in Figure 2, for simplicity, we consider $k = 2$ closest linearized decision boundaries. The DeepFool directions ($r_1$ or $r_2$, which are opposite to corresponding normal vectors $w_1$ and $w_2$ of decision boundaries) bring data point closer to one boundary, and unfortunately might move away data point from another. Thus, to attack Top-k prediction, the adversary needs to find a direction which brings the data point closer to all $k$ (here, $k = 2$) boundaries (green region in Figure 2) and solves following multi-objective optimization problem:

$$\begin{align*}
\text{minimize} & \quad \left( \left| \left| r_1(x_0) \right| \right|_2, \ldots, \left| \left| r_k(x_0) \right| \right|_2 \right) \\
\text{subject to} & \quad x_0 \in X
\end{align*} \quad (9)$$

where $X$ is the feasible space of images. Using (3) and \(f_i(x) = F_{i,\text{true}}(x) - F_i(x) > 0\), the distances are:

$$
\left| \left| r_i(x_0) \right| \right|_2 = \frac{f_i(x_0)}{\left| \left| w_i \right| \right|_2} \frac{w_i^T x_0 + b_i}{\left| \left| w_i \right| \right|_2} \quad (10)
$$

We solve (9) in two steps: first we find the direction of the perturbation, then its magnitude. To bring the data point closer to $k$ closest boundaries simultaneously, we need to follow direction that minimizes the sum of distances to them. This is equivalent to opposite of the direction that maximizes the sum. Among all the directions that increase the sum of distances to $k$ nearest boundaries, the gradient (by definition) with respect to the input is the one that increases it the most:

$$w_b = \text{arg max}_{x_0} \sum_{i=1}^{k} \frac{\partial}{\partial x_0} \left| \left| r_i \right| \right|_2 = \frac{\partial}{\partial x_0} \sum_{i=1}^{k} \frac{w_i^T x_0 + b_i}{\left| \left| w_i \right| \right|_2} \quad (11)$$

From basic geometry, the sum of normalized vectors is the direction of the bisector between these vectors. The direction of Top-k perturbation $r_b$, that decreases the most, is exactly opposite to $w_b$. For $k = 2$, the direction of $r_b$ is perpendicular to bisector line $\mathcal{B}$ of the external angle between the boundaries (Figure 2). As we found the direction of the perturbation, next we need the magnitude of $r_b$. Following the analogy from DeepFool[33] (3), to compute the magnitude of the perturbation $r_b$, we assume the most optimal Top-k perturbation is the distance to the bisector line. For that reason, we need to calculate $f_b = w_b^T x + b_b$, for which we need $b_b$. 

3400
Moreover, visually k Fool produces perturbation even smaller than FGSM \[19\] adversarial perturbations. For the FGSM adversarial perturbations. For the DeepFool’s extension in (6) and (7):

\[
f(x_0) = w^T_{\text{b}} x_0 + b_0 = \sum_{i=1}^{k} w_i x_i + b_0 = \sum_{i=1}^{k} \frac{b_i}{\|w_i\|_2}.
\]

Then:

\[
f_b(x_0) = w^T_{\text{b}} x_0 + b_0 = \sum_{i=1}^{k} \frac{f_i(x_0)}{\|w_i\|_2}.
\]

Then, using \(p\) as an index array of sorted logits \(F(x_0)\) in descending order, setting \(f_i(x_0) = F_{[p]}(x_0) - F_{\text{true}}(x_0)\) and \(w_i = \nabla_x F_{[p]}(x_0) - \nabla_x F_{\text{true}}(x_0)\), we have:

\[
r_b = \frac{\sum_{i=1}^{k} \frac{f_i(x_0)}{\|w_i\|_2} w_i}{\sum_{i=1}^{k} \|w_i\|_2} = \frac{\sum_{i=1}^{k} w_i}{\sum_{i=1}^{k} \|w_i\|_2}.
\]

Similarly to DeepFool, it might be not enough to add a perturbation only once to satisfy the goal (true class is absent among largest \(k\) components), thus we do a few iterations for that (see Algorithm 1).

Extension of (14) to \(\ell_\infty\) is straightforward, as we follow DeepFool’s extension in (6) and (7):

\[
r_b = \frac{\sum_{i=1}^{k} \frac{f_i(x_0)}{\|w_i\|_2} w_i}{\sum_{i=1}^{k} \|w_i\|_2} = \frac{\sum_{i=1}^{k} w_i}{\sum_{i=1}^{k} \|w_i\|_2}.
\]

Comparative illustration of \(k\) Fool perturbation is shown in Figure 3. The comprehensive quantitative experimental comparison is presented in the Section 5.1.

4. \(k\) UAP

Universal Adversarial Perturbations (UAPs) [32] solve (1) for most of images simultaneously. To find such a universal direction that fools the majority of images, DeepFool [33] algorithm was applied in an iterative manner over the dataset of images, as it finds a small Top-1 adversarial perturbation efficiently. To satisfy the constraint of smallness of noise, at each time a new perturbation is projected to the \(\ell_p\)-ball, suitable for that.

Inspired by the existence of such directions, we propose Top-\(k\) Universal Adversarial Perturbations (\(k\) UAPs). Following [32], we apply the \(k\) Fool algorithm iteratively over a dataset of images, to find a perturbation, mere addition of which to most of natural images makes their true classes to be outside of Top-\(k\) prediction. Formally, the goal of \(k\) UAP is to find a perturbation \(v\) that satisfies two following conditions:

1. \(\mathbb{P}_{x \sim p} \left[ \arg \max_{F(x)} (F(x + v)) \neq \arg \max_{F(x)} (F(x)) \right] \geq \zeta\)

2. \(\|v\|_p \leq \varepsilon\)

In the above criteria, \(\mu\) is the distribution of images from which \(x\) is sampled. Adversarial strength \(\varepsilon\) is the maximum
Algorithm 2 kUAP

INPUT: $k$, $\ell_p$-bound $\varepsilon$, fooling rate $\delta$, dataset $X = \{x_1, \ldots, x_N\}$, classifier $F$

1: \[ v \leftarrow 0 \]
2: \[ \text{while } \text{UFR}_k[X] \leq 1 - \delta \text{ do} \]
3: \[ \text{for } x_j \in X \text{ do:} \]
4: \[ \text{if } \arg\max_i F_i(x_j) \in \arg\text{sort}(F_i(x_j + v))[:k] \]
5: \[ \Delta v_j = k\text{Fool}(k, x_j + v, F) \triangleright \text{Algorithm 1} \]
6: \[ v \leftarrow \mathcal{P}_\varepsilon(v + \Delta v_j) \]
7: \[ \text{end if} \]
8: \[ \text{end for} \]
9: \[ \text{end while} \]

OUTPUT: Top-$k$ Universal Adversarial Perturbation $v$

5. Experiments

5.1. Experiments with kFool

Here, we experimentally show the effectiveness and speed of the kFool algorithm. Different values of $k$ lead to different presentation of the perturbations. In the experiments below we present results for a fixed $k$, however, the numerical results for other values of $k$ are always similar (see Table 1).

For the experiments below we use following neural network architectures: LeNet [28] for MNIST test dataset, ResNet-20 [22] for CIFAR-10 test dataset and ResNet-18 [22] for ILSVRC2012 [16] validation dataset. To show the effectiveness of kFool ($k = 3; 5$ for MNIST and CIFAR10, $k = 5; 10; 15; 20$ for ILSVRC2012, for other values of $k$ we got similar results), we compare the Top-$k$ fooling rate with DeepFool [33] and FGSM [19] (90% Top-1 fooling rate). Results shown in Table 1 illustrate that kFool is indeed effective in terms of Top-$k$ fooling rate. The metric to compare fooling rates is:

\[
\text{FR}_k[X] = \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}_{\arg\max_i F(x_i) \notin \arg\text{sort}F_i(x_i + v(x_i))[:k]} 
\]

(18)

Figure 3 illustrates examples of a kFool adversarial perturbation for $k = 5$, DeepFool [33] perturbation, and FGSM [19] perturbation. It can be observed that kFool produces a hardly perceptible adversarial noise of a small norm. To quantitatively measure the efficiency (smallness) of kFool perturbations, we compare it to existing techniques of generating adversarial examples: FGSM [19] and DeepFool [33]. Following [33], the numerical metric (the lesser - the better) to compare norms of adversarial perturbations for a dataset $D$ is:

\[
\rho_p = \frac{1}{|D|} \sum_{x \in D} \|r(x)\|_p 
\]

(19)
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Since FGSM [19] targets the $\ell_\infty$-bounded perturbation, we use the $\ell_\infty$ version of DeepFool and $k$-Fool for fair comparison (see Table 2). In the case of DeepFool and $k$-Fool we reach our desired fooling condition (either Top-1 or Top-$k$) for 100% of images, however for FGSM increasing $\varepsilon$ even to very large values, we cannot reach 100% fooling rate. For this reason, we use such values of $\varepsilon$ for FGSM, that guarantee the fooling for some specific number of images (90% Top-1 fooling rate).

Based on the quantitative results in Table 2, it can be seen that $k$-Fool generates very efficient perturbation both in terms of $\ell_2$ and $\ell_\infty$ norms. $k$-Fool either reaches the same average relative norms $\rho_p$ (19) as FGSM, or outperforms it, and has average relative norms comparable to DeepFool, however the goal of $k$-Fool is more challenging, as it targets to perturb input data point such that true class is outside of Top-$k$ prediction.

We also show the efficiency of $k$-Fool in terms of running time. We compared $k$-Fool to Top-$k$ PGD attack, which is extension of PGD [26, 31] and Top-$k$ CW [45] attack [45], which is extension of CW [12], for CIFAR-10 ($k = 3$) and Imagenet ($k = 5$). PGD [26, 31] and CW [12] are known to find minimal Top-1 perturbations. To extend PGD to Top-$k$ scenario, we maximize losses of Top-$k$ classes other than the true. As we see in Table 3, $k$-Fool 60 times quickly finds Top-$k$ adversarial perturbation compared to Top-$k$ CW for CIFAR-10, and 42 times more quickly for ILSVRC2012, though Top-$k$ CW finds perturbation of lesser norm.

Adversarial training (AT) [19, 31] has been recently proposed as an empirical defense to make models robust to Top-1 adversarial perturbations. AT models are trained on Top-1 PGD adversarial examples instead of clean samples. This models have been shown to be prone to Top-$k$ adversarial perturbations, however, it is interesting how adversarial training affects norms of Top-$k$ perturbations. To explore this, we tested $k$-Fool on AT-models (pretrained from [36]) trained at different robustness strengths $\varepsilon$. The results are shown in Figure 5. As we see from the plots, adversarial training helps to resist not only Top-1 perturbations, but also for Top-$k$ perturbations.

<table>
<thead>
<tr>
<th>Metric</th>
<th>$k$Fool ($\ell_\infty$)</th>
<th>DF ($\ell_\infty$)</th>
<th>FGSM (90%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>$\rho_2$</td>
<td>0.6659</td>
<td>0.3277</td>
</tr>
<tr>
<td></td>
<td>$\rho_\infty$</td>
<td>0.2456</td>
<td>0.1116</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>$\rho_2$</td>
<td>0.0279</td>
<td>0.0122</td>
</tr>
<tr>
<td></td>
<td>$\rho_\infty$</td>
<td>0.0165</td>
<td>0.0061</td>
</tr>
<tr>
<td>ILSVRC2012</td>
<td>$\rho_2$</td>
<td>0.0061</td>
<td>0.0024</td>
</tr>
<tr>
<td></td>
<td>$\rho_\infty$</td>
<td>0.0033</td>
<td>0.0012</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric</th>
<th>$k$Fool ($\ell_\infty$)</th>
<th>DF ($\ell_\infty$)</th>
<th>FGSM (90%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>$\rho_2$</td>
<td>0.6590</td>
<td>0.3272</td>
</tr>
<tr>
<td></td>
<td>$\rho_\infty$</td>
<td>0.2457</td>
<td>0.1114</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>$\rho_2$</td>
<td>0.0278</td>
<td>0.0122</td>
</tr>
<tr>
<td></td>
<td>$\rho_\infty$</td>
<td>0.0165</td>
<td>0.0061</td>
</tr>
<tr>
<td>ILSVRC2012</td>
<td>$\rho_2$</td>
<td>0.0061</td>
<td>0.0024</td>
</tr>
<tr>
<td></td>
<td>$\rho_\infty$</td>
<td>0.0033</td>
<td>0.0012</td>
</tr>
</tbody>
</table>

Table 2. Comparison of average relative $\ell_p$-norms (19) of adversarial perturbations by $k$-Fool ($k = 3$ for MNIST and CIFAR10, $k = 5$ for ILSVRC2012), FGSM [19] and DeepFool [33] algorithms.

Table 3. Comparison of sample processing time, fooling rate, $\ell_2$ norms of $k$-Fool, Top-$k$ CW [45], and Top-$k$ PGD for CIFAR-10 ($k = 3$) and ILSVRC2012 ($k = 5$).
Table 4. Universal fooling rates (17) of different architectures

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Metric</th>
<th>UAP</th>
<th>kUAP ((k = 3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-18</td>
<td>Top-1</td>
<td>0.7725</td>
<td>0.7789</td>
</tr>
<tr>
<td></td>
<td>Top-2</td>
<td>0.7015</td>
<td>0.7109</td>
</tr>
<tr>
<td></td>
<td>Top-3</td>
<td>0.6598</td>
<td>0.6720</td>
</tr>
<tr>
<td>VGG-16</td>
<td>Top-1</td>
<td>0.7909</td>
<td>0.8231</td>
</tr>
<tr>
<td></td>
<td>Top-2</td>
<td>0.7265</td>
<td>0.7661</td>
</tr>
<tr>
<td></td>
<td>Top-3</td>
<td>0.6882</td>
<td>0.7320</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>Top-1</td>
<td>0.8851</td>
<td>0.9154</td>
</tr>
<tr>
<td></td>
<td>Top-2</td>
<td>0.8373</td>
<td>0.8791</td>
</tr>
<tr>
<td></td>
<td>Top-3</td>
<td>0.8033</td>
<td>0.8550</td>
</tr>
</tbody>
</table>

Table 5. Cross-network transferability of \(k\)UAPs \((k = 3)\). The rows indicate the network for which the \(k\)UAP is computed, and the columns indicate the network for which the fooling rate is reported.

<table>
<thead>
<tr>
<th></th>
<th>ResNet-18</th>
<th>VGG-16</th>
<th>MobileNetV2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-18</td>
<td>0.6720</td>
<td>0.2688</td>
<td>0.3040</td>
</tr>
<tr>
<td>VGG-16</td>
<td>0.3448</td>
<td>0.7320</td>
<td>0.4211</td>
</tr>
<tr>
<td>MobileNetV2</td>
<td>0.2465</td>
<td>0.1500</td>
<td>0.8550</td>
</tr>
</tbody>
</table>

5.2. Experiments with \(k\)UAP

For our experiments with ILSVRC2012 [16] dataset we used the following pre-trained architectures: VGG-16 [39], ResNet-18 [22], MobileNetV2 [37].

To generate Top-\(k\) universal adversarial perturbation we use 10000 images from validation set of ILSVRC2012 [16] dataset, such that each of 1000 classes are represented by 10 samples, as the train set. The remaining 40000 images from ILSVRC2012 validation set is used as the test set. We constrain the universal perturbation \(v\) by \(\ell_\infty\) norm bounded by \(\varepsilon = 10\), which is significantly smaller than the average \(\ell_\infty\) norm of the validation set: \(\frac{1}{|\mathcal{D}|} \sum_{x \in \mathcal{D}} ||x||_\infty \approx 250\).

These criteria produces quasi-imperceptible Top-\(k\) Universal Adversarial Perturbations. Examples of such perturbed images from test set are shown in Figure 6. In Figure 6 one single Top-3 universal adversarial perturbation, generated using \(k\)UAP algorithm for MobileNetV2 [37] architecture, was added to natural images.

We also generate Top-\(k\) Universal Adversarial Perturbations using \(k\)UAP for different deep neural networks. Figure 7 shows generated \(k\)UAPs \((k = 3)\) corresponding to ResNet-18 [22], VGG-16 [39], MobileNetV2 [37] for ILSVRC2012 dataset. Similarly to [32], these perturbations contain visually structured patterns, which might reveal some interesting information about DNNs. We report their fooling rates on test set and compare to UAP in Table 4. Even UAP’s target is not Top-\(k\) prediction, it shows good fooling rate, however \(k\)UAP outperforms.

It is well-known that the UAPs [32] have property to transfer across networks, which make them 'doubly-universal’. It is interesting to check if proposed \(k\)UAPs are also transferable. It is expected that they are more network-specific, which is indeed confirmed by Table 5, however, the constructed perturbations give fooling rate sufficiently higher than random perturbation.

It should be mentioned that Top-\(k\) Universal Adversarial Perturbations shown in Figure 7 are not unique perturbations and there are a numerous perturbations satisfying above criteria. The diversity for example might be reached by changing the training batch of images, however, it is interesting to see how fooling rate depends on the size of training set.

To explore that we select 1, 2, 3, 4 samples from each class from previous training set (10000 images) which corresponds to 1000, 2000, 3000, 4000 size values and construct universal perturbation using UAP [32] and our proposed \(k\)UAP \((k = 3)\). We test all perturbations on the same test set of 40000 images that was used before. Figure 8 demonstrates the Top-3 fooling rate for UAP and \(k\)UAP using different sizes of training set. As it can be seen, \(k\)UAP generates much stronger Top-\(k\) universal adversarial perturbations than UAP [32] for the same size of training dataset.
6. Related Work

In the task of image classification, class ambiguity is a common problem especially when the number of classes increases. Thus, it makes sense to allow making $k$ guesses and it motivates to evaluate classifiers based on the Top-$k$ error, instead of the typical Top-1 error. This problem is computationally easier to solve (scales better), and produces the better accuracy score. Several Top-$k$ losses were suggested recently to yield the better Top-$k$ accuracy score [27, 10, 18, 14, 44, 30].

Initially found in [40], adversarial examples have gained significant attention [33, 19, 26, 31, 12, 15, 46]. Goodfellow et.al [19] first proposed a single-step way of constructing adversarial perturbations, and its iterative extension was proposed in [26]. DeepFool [33] is an efficient geometric approach of finding small perturbations. These attacks investigate Top-1 vulnerability of deep learning models.

Our work studies the robustness of Top-$k$ classification. Recently, Jia et al. [23] provided tight bounds of certified robustness for a Top-$k$ adversarial perturbation in $\ell_2$ norm, however existing adversarial perturbations are mostly concerned only with Top-1 prediction. In [45] ordered Top-$k$ attack was suggested, however, their method relies on C&W attack [12], which is not an efficient way of constructing adversarial perturbation, as requires a lot of time.

With the discovery of Universal Adversarial Perturbations [32], several other methods were proposed [24, 42, 35, 34, 21, 29, 9]. In [35, 34], it was proposed to craft data-free UAPs, using different objectives. In [24], it was proposed to use $(p, q)$—singular vectors to craft UAPs with a few data samples. Several works proposed to attack images with UAPs in a black-box manner, using Fourier basis[42] or Turing Patterns [43]. In [21], generative models were used to construct UAPs.

7. Conclusion

In this work, we make a step towards geometric understanding of decision boundaries of deep classifiers. We propose an efficient way of constructing Top-$k$ adversarial perturbations and Top-$k$ universal adversarial perturbations. We find our method as a simple, fast and accurate technique. Our method $k$Fool outperforms existing techniques in Top-$k$ fooling rate and finds Top-$k$ adversarial perturbations of small norm. Based on our proposed algorithm $k$Fool we propose $k$UAPs: single perturbations mere addition of which to most of images pushes away the correct class outside of Top-$k$ prediction. Our method $k$UAP outperforms UAP both in Top-1 and Top-$k$ fooling rates.

The ‘bisector’ direction, that simultaneously brings closer several decision boundaries, has interesting interpretation. It normalizes the vectors towards each boundary and sums them up. Similar approaches can be helpful in multi-task learning, when the goal is to solve several tasks simultaneously.
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