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Abstract

Model Inversion (MI), in which an adversary abuses ac-
cess to a trained Machine Learning (ML) model attempt-
ing to infer sensitive information about its original train-
ing data, has attracted increasing research attention. Dur-
ing MI, the trained model under attack (MUA) is usually
frozen and used to guide the training of a generator, such
as a Generative Adversarial Network (GAN), to reconstruct
the distribution of the original training data of that model.
This might cause leakage of original training samples, and
if successful, the privacy of dataset subjects will be at risk if
the training data contains Personally Identifiable Informa-
tion (PII). Therefore, an in-depth investigation of the poten-
tials of MI techniques is crucial for the development of cor-
responding defense techniques. High-quality reconstruc-
tion of training data based on a single model is challenging.
However, existing MI literature does not explore targeting
multiple models jointly, which may provide additional in-
formation and diverse perspectives to the adversary.

We propose the ensemble inversion technique that esti-
mates the distribution of original training data by training
a generator constrained by an ensemble (or set) of trained
models with shared subjects or entities. This technique
leads to noticeable improvements of the quality of the gen-
erated samples with distinguishable features of the dataset
entities compared to MI of a single ML model. We achieve
high quality results without any dataset and show how uti-
lizing an auxiliary dataset that’s similar to the presumed
training data improves the results. The impact of model di-
versity in the ensemble is thoroughly investigated and ad-
ditional constraints are utilized to encourage sharp predic-
tions and high activations for the reconstructed samples,
leading to more accurate reconstruction of training images.

1. Introduction
Deep convolutional neural networks (DCNNs) have been

successfully used in a wide range of applications related to
computer vision, speech recognition, and healthcare. How-

ever, significant concerns about privacy are raised by the
fact that many of these applications involve processing sen-
sitive and proprietary datasets. In particular, when private
or PII data is used for training DCNN models, the obtained
models may potentially leak sensitive information about
dataset subjects through the model output.

Model Inversion (MI) attacks aim to extract sensitive
features of training data by abusing access to the input and
output of a predictive model. Fredrikson et al. [7] pro-
posed the first MI attack, which infers private genomic at-
tributes about individuals in the training dataset. Fredrik-
son et al. [6] then extended MI attacks to reconstruct faces
over logistic regression and decision trees. Kusano and
Sakuma [14] presented a framework to reconstruct training
images by using a Generative Adversarial Network (GAN)
and an auxiliary dataset that has a similar distribution as the
(presumed) original training data. Recently, a GAN-based
method was used to extract PII from a face recognition sys-
tem [23]. They demonstrate very realistic face reconstruc-
tions because they utilize partially blocked training images
with known identities as additional input to their attack.

Thus far, in the context of model inversion, recovering
the original training images from a trained model with a
GAN is attracting more and more research attention. How-
ever, how to extract private training data from a model with-
out access to partially blocked training data, or even without
auxiliary data, remains an open research question. More im-
portantly, in the era of big data, either individual agents or
federated learning systems keep generating various versions
of predictive models for a stable group of users [12], so if an
adversary can collect multiple correlated models, they can
potentially extract more comprehensive information of the
original training data from them. However, to the best of
our knowledge, no existing literature investigates the poten-
tial benefits of targeting multiple models simultaneously.

We refer to a group of such correlated models as an en-
semble. Note we don’t target situations in which models
are trained to be used as an ensemble for inference, but pri-
marily other situations in which multiple models exist with
overlapping predictions, such as common classes for clas-
sification models, which can be attacked as an ensemble.
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Figure 1. Diagram of the proposed method for model inversion based on an ensemble of Models Under Attack (MUAs). In order to
reconstruct images from the original training data of MUAs, a generator is trained with two types of constraints for extracting useful
information from the MUAs. An ensemble of MUAs is used to guide the generator to make all models predict the desired class ID. And
a discriminator guides the generator to produce realistic images that look like data from the distribution of an auxiliary dataset (that is
assumed to look similar to the original training data), as done when training a regular GAN. If such an auxiliary dataset is not available,
we use a data-free setup without the discriminator instead.

Examples include different releases of a software product
that comprise increasingly improved versions of a model,
or different products that each have a different model for
the same common purpose [10]. Another example includes
Federated Learning, in which every participant continu-
ously receives incrementally updated models including con-
tributions from the training samples (e.g. images) of other
participants. Our contributions are as follows:

1. We propose a model inversion attack method based on
exploiting an ensemble of ML models, which demon-
strates noticeable improvement of reconstruction per-
formance over attacking a single model.

2. We investigate the impact of model diversity on the
performance of ensemble inversion and propose the
farthest model sampling (FMS) method to maximize
the diversity of models in a collected ensemble.

3. We investigate common scenarios in which an adver-
sary can potentially collect correlated models to con-
struct an ensemble for inversion and determine class
correspondence among multiple models.

4. We propose to utilize the richer information contained
in the model output vector to provide better constraints
for distinguishable attributes of the target identities.

5. We investigate the tradeoff between reconstructing
realistic-looking images and distinguishable features,
and present successful results for data-free ensemble
inversion without any auxiliary data.

2. Related work
Revealing sensitive attributes of training data is one of

the major focuses of privacy attacks on ML models, which
include membership attacks and model inversion attacks.

The objective of membership attacks is to determine if one
particular data sample has been used for training the model
[19], while model inversion targets reconstruction of data
following the same distribution as the original training data.
To defend against various privacy attack methods, there ex-
ists a large body of work that formalizes the privacy notion
and develops various techniques to prevent attacks from be-
ing successful. Differential Privacy (DP) is a widely dis-
cussed definition of privacy and various techniques have
been developed to achieve it, which carefully randomize an
algorithm making its outputs invariant to the presence or
absence of any individual data sample [5]. DP guarantees
the protection of ML algorithms against attacks to reflect
if a sample is from the training data of the trained model.
However, DP does not explicitly defend against model in-
version attacks, which focus on the recovery of attributes of
the original training dataset.

Fredrikson et al. [7] proposed the model inversion at-
tack against ML algorithms, and proved that publishing pre-
dicted dosage amounts can cause leakage of personal ge-
netic information in generalized linear regression. Then,
Fredrikson et al. [6] presented a model inversion attack on
a face recognition model to reconstruct face images from
the original training data. However, the recovered face im-
ages are blurry and the quality of reconstruction is limited
by the complexity of the model.

Kusano and Sakuma [14] utilized a generative adversar-
ial network (GAN) together with an auxiliary dataset to re-
construct images from classifiers. However, the quality of
their reconstruction depends on an overlapping portion be-
tween original training data and the auxiliary dataset, which
limited its practical use. Zhang et al. [23] also use a GAN
for image reconstruction, but they have a blurred or partially
blocked version of images of the original training identities
as auxiliary dataset. Therefore, they can generate photoreal-
istic images by applying image reconstruction constraints in
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a way similar to image inpainting. However, the assumption
that a blurred version of original training data is available to
the attacker is too strong in many scenarios.

Our work differs from the existing literature because we
identify that attackers can potentially obtain different ver-
sions of ML models trained on a common set of entities,
and exploit model ensembles instead of one single model
for a model inversion attack. We also quantitatively inves-
tigate the impact of model diversity in the ensemble on in-
version performance and propose the farthest model sam-
pling (FMS) technique to select a given number of candi-
date models for the construction of an ensemble for inver-
sion. We believe that existing model inversion approaches
can also benefit from integrating the techniques proposed in
this paper.

3. Proposed method
In this section, we present a novel model inversion

framework, which extracts distinguishable attributes of
training data from an ensemble of machine learning models.
The overall diagram of the proposed method is illustrated
in Fig. 1. We will discuss GAN-based image reconstruction
before introducing the ensemble inversion attack.

3.1. GAN for training sample reconstruction

Generative adversarial networks (GANs) [8] are success-
ful generative methods, which can generate samples that
follow the same distribution as the data they are trained on.
GANs are usually composed of a generator G and a dis-
criminator D. Taking image generation as an example, G
receives a random noise vector z as input and generates fake
images Xfake = G(z) trying to mimic the target distribu-
tion. Meanwhile D is trained to distinguish between the real
images Xreal (of the target distribution) and the fake images
from the generator. During training, the generator G is con-
tinuously updated according to the training error produced
by D. In other words, G is guided by D to generate syn-
thesized data G(z), which follows the same distribution as
the real images. On top of this vanilla GAN concept, class
information can be added to the discriminator to guide G to
generate samples of particular classes [16, 17]. Typically, if
every sample has a corresponding class label, c ∼ pc, G can
be trained to generate synthesized samples based on both c
and z, namely, Xfake = G(c, z). Meanwhile, D is used to
constrain the probability distribution over the source (real
or fake data) and an additional probability distribution over
the class labels, P (S|X), P (C|X) = D(X), where S and
C represent source and class, respectively. There are two
training objectives: the log-likelihood of the correct source
LS and the log-likelihood of the correct class LC [17].

LS = E[logP (S = r|Xreal)] + E[logP (S = f |Xfake)]

LC = E[logP (C = c|Xreal)] + E[logP (C = c|Xfake)]
(1)

Model 1

Input
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Model 3

Model 4

Model 5

Figure 2. Visualization with heatmaps generated by different mod-
els trained on the same dataset for a same set of inputs. Different
models focus on different regions of a face image.

According to [17], D is trained to maximize LS + LC

while G is trained to maximize LC − LS . In our model in-
version attack framework, the model under attack (MUA)
is used to provide P (C = c|X), which was achieved from
learning from the original training data. Therefore, G will
be guided by the MUA to generate images with distinguish-
able attributes of the original training label c. Note that the
MUA is frozen during the model inversion experiments.

3.2. Ensemble inversion attack

Mainstream DCNNs can be trained on arbitrarily large
training data sets using stochastic training algorithms, such
as SGD using mini batches. This makes DCNN models
sensitive to initial random weights and statistical noise in
the training dataset. This stochastic nature of learning algo-
rithms introduces different versions of models, which pay
attention to different features even though they are trained
on the same dataset. Therefore, researchers usually use en-
semble learning to reduce the variance, which is a straight-
forward way to improve results of discriminatively trained
DCNNs [13, 21, 22].

This work is inspired by ensemble learning, but the con-
cept of ensemble is different. For model inversion, attackers
cannot assume the models under attack are always trained
with ensemble learning. However, they can potentially col-
lect correlated models to construct an ensemble to attack.
In other words, in the context of the ensemble inversion at-
tack, the ensemble refers to a set of correlated models which
attackers can collect from various sources, without the re-
quirements that such collected models were trained with
ensemble learning. For example, researchers or companies
will keep receiving new training data and train and release
updates to existing models, which might be collected by an
attacker and used as an ensemble.

To the best of our knowledge, this property has never
been explored in the field of model inversion, which natu-
rally requires more information from models to improve the
data reconstruction quality. The variance among ML mod-
els is visualized in Fig. 2, in which we show heatmaps of
one same set of images with five different face classifiers.
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It can be seen that the face classifier models pay attention
to different parts of the face even though they were trained
with the same data and loss. Therefore, more comprehen-
sive features can be potentially extracted if they are com-
bined together for a model inversion task.

For image classification tasks, the DCNN adopts the
cross entropy loss in the training stage, which enforces
the outputs to be close to ground truth labels of inputs.
If the generator G can produce synthetic (fake) samples
{x1, x2, ..., xn}, and assume they are passed to the ith MUA
as inputs, we can obtain the outputs {yi1, yi2, ..., yin}. Then,
it is easy to calculate the predicted labels {ti1, ti2, ..., tin}
as the one-hot representation of the ith MUA’s prediction.
Thus, inspired by [2] we introduce the one-hot loss formu-
lated as

LOH =
1

n

∑
i

∑
j

Hcross(y
i
j , t

i
j), (2)

where Hcross represents the cross entropy loss function.
The purpose is to encourage G to generate samples that
will trigger sharp outputs of the ith MUA, instead of sam-
ples that can be potentially interpreted as multiple identities.
Since the neuron activation in the output layer before soft-
max cross entropy also reflects the confidence of an MUA
on its prediction, with aij representing the output activation
of the ith MUA on the jth input sample, we propose a max-
imum response loss to guide G to maximize the maximal
activation of output neurons, where k represents the index
of elements in the activation vector aij .

LMR = − 1

n

∑
i

∑
j

max
k

(aij) (3)

The aforementioned losses are combined as Eq. 4 to con-
strain the generator G to synthesize data which satisfies the
predictions of all the MUAs in the ensemble.

LG = (α1LOH + α2LMR + β1Lclass)/m+ β2Ladv, (4)

where m is the number of models in the ensemble. Mean-
while, Ladv and Lclass are the standard ACGAN losses
[17], which correspond to LS and LC in Eq. 1. Ladv is
used to encourage G to generate realistic-looking samples.
Lclass is applied to the outputs of the MUAs in our method
instead of the output of the discriminator. We use a stan-
dard binary cross-entropy as discriminator loss LD. For all
data-free experiments β2 is set to 0.

3.3. Farthest model sampling

In certain situations an attacker might have a large num-
ber of models to choose from, e.g. different snapshots or
releases of an evolving model, and attacking an ensemble
comprising all of these models might be computational pro-
hibitive. Given the hypothesis that more dissimilar mod-
els will lead to more diverse perspectives on a given prob-
lem and therefore make an inversion attack more successful
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Figure 3. Left: The digits 0 − 9 correspond to classes ‘0’, ‘1’ ...
‘9’ for MNIST classifier 1, but classes ‘9’, ‘8’ ... ‘0’ for MNIST
classifier 2. Right: The face classifier 1 and 2 were trained with 20
identities, with only the first 10 identities shared.

when included in an ensemble, we propose Farthest Model
Sampling (FMS), a method to identify a diverse subset of
models. Our method represents each model by a high-
dimensional vector obtained from concatenated prediction
vectors generated from a fixed set of randomized input data.
We then use the farthest point sampling (FPS) method [18]
widely used in applications such as point cloud sampling to
(greedily) choose a subset of points of a desired size that
have the farthest distance from each other. We use L2 dis-
tance between the aforementioned high-dimensional points
to compute similarity of models. Compared to random sam-
pling, it has better coverage of the entire point set given the
same number of samples.

3.4. Class correspondence

As mentioned earlier, one scenario of ensemble inver-
sion is that the adversary (i.e. a participant of collabora-
tive learning system) can collect different releases of a soft-
ware product as correlated models to construct an ensemble
under attack. In this case, the classes in the output vec-
tors are likely aligned correctly among multiple classifiers.
However, it remains a question how to find the correspon-
dence between any two classifiers collected from different
sources. In other words, how can the adversary determine
which class of one model corresponds to which class of an-
other model? In some cases, the adversary can potentially
utilize social network analysis methods [11] on other user
data (i.e. ip address, membership number, age, gender, and
browsing history) to estimate the correlation of classes. If
only machine learning models are available, it is still pos-
sible to estimate the class correspondence by analyzing the
responses of models with the same input stimulation. Ac-
cording to Fig. 3 (left), we pass EMNIST letters into two
digit classifiers trained with MNIST but with different se-
quencing of classes in the prediction vectors. By analyzing
the covariances of prediction vectors, we can identify the
correct class correspondence between these two classifiers.
Similarly for Fig. 3 (right), we can also correctly identify
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that the first ten classes are shared between these two face
classifiers, based on the covariance between prediction vec-
tors of two face classifiers on face images not used for train-
ing these classifiers.

4. Experiments and results
In this section we report on experimental results using

different model and ensemble inversion attacks on digit and
face classification datasets. We depend on attack accuracy
and reconstruction visualization to evaluate the quality of
the reconstructed images. To obtain attack accuracy, we
train an evaluation classifier with an architecture different
from the MUAs, on datasets involving the target identities
for model inversion. This evaluation classifier should be in-
dependent of the ensemble inversion process in Fig. 1, and
it is used to predict the classes of the generated images after
the ensemble inversion task is finished. A high attack ac-
curacy indicates more leakage of private information about
the target label.

4.1. Experiments on MNIST

Our first experiments were implemented for the MNIST
dataset [4], which is composed of 28×28 pixel images of
handwritten digits from ten classes (0 to 9). The MNIST
dataset contains 60,000 training images and 10,000 test-
ing images. In our experiments, we first split the training
dataset into four sub datasets. Because the data was shuf-
fled before the partitioning, we assume the classes in each
sub dataset are balanced. Then, we train a digit classifier for
each subset, so that we can build three different ensembles
with one, two and four MNIST classifiers, respectively. All
the classifiers mentioned above were trained with Lenet-5
architecture [15], and they are used as the MUAs in our at-
tacking setup.

For the ensemble inversion attack of MUAs, we investi-
gate two common scenarios:

• Data-free: We assume attackers don’t have prior
knowledge about the original training data and they
cannot access any auxiliary datasets, so there is no
need for the discriminator in Fig. 1.

• Auxiliary dataset: We assume attackers know the type
of the task (i.e. digit classification), so they can utilize
a similar dataset as auxiliary. To be fair, we chose the
EMNIST letter dataset [3] without any overlap with
MNIST digits as the auxiliary. The motivation is to
helpG to generate more realistic images (i.e. a charac-
ter) more easily, while extracting distinguishable fea-
tures for MNIST digits from the MUAs.

In order to evaluate the quality of the generated fake sam-
ples, we trained an independent evaluation classifier with a
different backbone architecture, concretely ResNet-18 [9],

based on the 10,000 testing images. After G in Fig. 1 is
trained to reconstruct the original training data of all MUAs,
we makeG generate 10,000 images balanced among the ten
classes and evaluate the attack accuracy of the independent
evaluation digit classifier on the synthesized images.

The attack accuracies are summarized in Table 1. Ta-
ble 1(a) shows the results of the data-free experiments with-
out any auxiliary data, while Table 1(b) shows the experi-
ments with EMNIST letters as auxiliary data. In each sub-
table, we evaluate two types of synthesized data, one is 10k
raw images directly obtained fromG, while the other is 10k
filtered samples. For the filtered samples, we first generated
100k raw samples from G, but only kept the 10% of them
with highest maximal output activations for all MUAs. This
filtering process is entirely automatic based on prediction
results of MUAs, without any human interference. The fil-
tered samples are shown in Fig. 4.

According to Table 1, the experiments with the EMNIST
letter auxiliary dataset (Table 1(b)) demonstrate higher ac-
curacies than the data-free setup (Table 1(a)). Meanwhile,
better accuracies can be obtained when the number of
MUAs in the ensemble is increased from 1 to 4 for most
experiments, which confirms our earlier hypothesis that the
ensemble attack tends to extract better features than a single
model attack. We repeated these experiments for different
loss types listed in the second column, where “Base” means
the experiments did not involve LOH or LMR, which can
already achieve decent attack accuracies with ensembles.
But it is obvious that LOH and LMR can further boost the
performance in most cases. The corresponding weights are
set to α1=200 and α2=0.0001. Finally, applying maximal
activation-based filtering on the samples also proves to be

Table 1. Attack accuracies of the evaluation digit classifier on the
synthesized images. Table (a) and Table (b) are results for data-
free and auxiliary data based experiments, respectively.

(a) Data-free experiments (attack accuracy)

Loss type Num of models (m)
1 2 4

Raw samples
Base 0.213 0.521 0.801
LOH 0.222 0.707 0.809

LOH + LMR 0.620 0.899 0.903

Filtered samples
Base 0.217 0.667 0.913
LOH 0.246 0.825 0.912

LOH + LMR 0.657 0.900 0.922

(b) Auxiliary dataset based experiments (attack accuracy)

Loss type Num of models (m)
1 2 4

Raw samples
Base 0.800 0.802 0.831
LOH 0.789 0.865 0.885

LOH + LMR 0.849 0.896 0.895

Filtered samples
Base 0.942 0.951 0.955
LOH 0.946 0.968 0.959

LOH + LMR 0.857 0.951 0.979
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Figure 4. Comparison of reconstructed samples from the data-free and auxiliary data based setups. Both increasing the number of models
under attack (MUAs) and applying the proposed losses can improve the quality of reconstruction. The auxiliary data-based experiments
can lead to more realistic samples, but data-free experiments also generates visually recognizable patterns using the proposed method.

Figure 5. Attack accuracy on images from generators trained with
different two-model ensembles with increasingly higher distance
between the two MUAs. The bar chart on the left shows the data-
free experiments, the left shows results with auxiliary dataset.

an effective way to collect good samples. Although there
exist some exceptions, we can conclude that overall above-
mentioned techniques improve the attacking performance.

On top of different initialization of models, we believe
the diversity of models within an ensemble plays an im-
portant role here. Intuitively, if the MUAs in the ensemble
would all share exactly the same parameters, the ensemble
inversion might not be more effective than single model in-
version. Fig. 5 illustrates how diversity of MUAs affects
the ensemble inversion performance. In this experiment,
we trained 200 digit classifiers (Lenet-5), and the training
of each classifier is based on 30,000 randomly sampled im-
ages from the MNIST training set. To obtain such a large
number of trained models, unlike the data partitioning in the
previous experiment, we allow data overlap among these

200 classifiers. We first made them predict for the same set
of 10,000 noise samples, so each digit classifier provides
a 10,000 × 10 prediction vector. Then, we calculated the
L2 distance between prediction vectors of any two of these
digit classifiers, which was finally sorted based on the L2
distance. For Fig. 5, we sampled five pairs of MUAs whose
L2 distances range from 6.409 to 17.302 to evaluate ensem-
ble inversion performance. We can clearly see the positive
correlation between the L2 distance between the models and
the attack accuracy.

To evaluate how the selection of models to form an en-
semble impacts the reconstruction performance, we did the
inversion experiments for ensembles of size 1, 2, 4 and 8
sampled from 200 models with two different methods: our
proposed FMS method, explained in section 3.3, and ran-
dom sampling (RS). The results are illustrated in Fig. 6.
The blue dots and curves in Fig. 6 correspond to the pro-
posed FMS method, while the red dots and orange curves
are for the RS based experiments. For each ensemble size
and model sampling method, we performed ten experiments
with different weight initializations. By looking at the av-
eraged attack accuracies (Avg. RS and Avg. FMS), we can
conclude that using more target models for ensemble in-
version in most cases improves the attack accuracy on the
reconstructed data for both model sampling methods. Fur-
thermore, we observe that FMS tends to provide better per-
formance than RS if the ensemble size is larger than one.
This means that explicit constraints on the model diversity
can help to achieve more successful ensemble inversion.
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Figure 6. The impact of using different numbers of models on the
ensemble inversion performance. Two sampling methods are used
to select models for the ensembles: the proposed FMS method and
simple random sampling (RS).

Fig. 6 already covers various diversities of models under
attack, but it is worth to specifically investigate a common
scenario that an attacker samples snapshots of one model
during training and constructs an ensemble for inversion at-
tack. This scenario is very realistic and it does not intu-
itively lead to the best diversity. However, according to Ta-
ble 2, the improvement of attack accuracy due to ensemble
inversion still exists. What is more, we also used distance
metrics similar to [23] to evaluate how similar the recon-
structed images are to the original training data. We extract
features from the penultimate layer of the evaluation clas-
sifier (EVA) and define feature distance as the L2 distance
between features of reconstructed images and the centroid
of the features of training images of the same class. Sim-
ilarly, kNN distance is defined as the L2 distance from the
reconstructed images to the closest training image of the
same class in the feature space. We observe that attacking
larger ensembles decreases both feature and kNN distances
between reconstructed images and original training images.

Table 2. Results using updated versions of an MNIST classifier
sampled from multiple epochs as ensemble.

Attack
Acc↑

Feat Dist
(EVA)↓

kNN Dist
(EVA)↓

Feat Dist
(CIF)↓

kNN Dist
(CIF)↓

1 MUA 0.898 2,760.5 1,221.3 6,291.8 3,418.4
2 MUAs 0.932 2,594.9 1,128.3 6,014.1 3,316.9
4 MUAs 0.950 2,480.5 1,116.2 6,004.7 3,092.5

To rule out the influence of using the same type of train-
ing data to obtain the evaluation classifier (EVA), we fur-
ther computed those same metrics on the features of a CI-
FAR100 classifier (CIF) instead of MNIST (or a face classi-

Table 3. Comparison of attack accuracy, feature and kNN distances
when performing inversion on 1 and 5 face classifiers.

Attack
Acc↑

Feat Dist
(EVA)↓

kNN Dist
(EVA)↓

Feat Dist
(CIF)↓

kNN Dist
(CIF)↓

1 MUA 0.683 467.4 97.3 4,477.2 1,663.9
5 MUAs 0.894 329.9 60.8 4,167.1 1,607.3

fier for later experiments), which gives a better indication of
general image similarity as opposed to similarity to a digit
(or face) classification network. The results in Table 2 again
show the same correlation, indicating that larger ensembles
lead to images that look more similar to the training images.

4.2. Experiments on face classification models

For the ensemble inversion attack of face classifiers, we
explore the scenario in Fig. 3 (right), in which attackers
have access to multiple prediction models trained on dif-
ferent groups of identities and the shared identities among
these groups are the target. It is a common scenario be-
cause attackers might usually be interested in the identities
who are members of multiple organizations.

In reality, the group size can vary and the architecture
of corresponding classifier can be different. In this case,
the ensemble inversion technique is expected to boost the
inversion performance since different identity groups can
encourage the classifiers to extract different distinguishable
features of the shared identities. Note that we focus on the
shared identities among face classifiers, while ignoring the
other identities during ensemble inversion.

We trained face classifiers with ResNet-34 [9] as back-
bone on the VGGFace2 dataset [1], which contains 3.31
million images of 9,131 identities. In order to prevent over-
lap between training identities and auxiliary identities, we
split VGGFace2 into two parts: 500 identities for training
MUAs, and the remaining identities for auxiliary data.

In our experiment, we trained five face classifiers for 100
identities based on a ResNet-34 backbone. The first ten
identities are the same for all five classifiers, and the remain-
ing identities were randomly sampled from the 500 identi-
ties we set aside for training from VGGFace2. To evaluate
the quality of the reconstructed images for the ten shared
identities, we trained an independent evaluation face classi-
fier with VGG16 backbone [20] on these ten target identities
and another 60 identities, which are not used for training
any of these ResNet-34 classifiers. In this section, all attack
accuracies on the reconstructed images are obtained from
the independent evaluation face classifier. While we report
quantitative results for 10 identities, we show visual results
only for two identities from whom we received consent to
reproduce their photos.

Fig. 7 compares the baseline model inversion experiment
for one single target model without the proposed losses (i.e.
LOH and LMR) and the ensemble inversion experiment on
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by a separate evaluation classifier on the reconstructed images.
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Figure 8. Comparison of reconstruction results of two data-free
experiment (single model vs. ensemble inversion) and auxiliary
data based reconstruction with a new weight balancing (α1=500,
α2=0.01, β1=0.9, β2=0.1).

five target models with the proposed losses applied (the loss
weights are set to α1=200, α2=0.005, β1 = β2 = 0.5). It
can be seen that the faces reconstructed by the ensemble in-
version experiment show more distinguishable features of
the target identities (cf. training data) and the correspond-
ing attack accuracy of the evaluation classifier is higher than
that of the baseline experiment. Both overall and per-class
attack accuracies are improved, which is consistent with the
qualitative visual results. Note that our main focus is to in-
vestigate techniques to help extracting distinguishable fea-
tures of target identities without any overlap between the
target identities and the auxiliary dataset instead of high-
quality face synthesis with GANs. The attack accuracies
and distance metrics are summarized in Table 3.

According to Fig. 8, ensemble inversion introduces no-
ticeable improvement over single model inversion for data-
free experiments. Although the reconstructed images can be
coarse and the corresponding accuracy is lower than that of
auxiliary data-based experiments, some patterns with rec-
ognizable facial features are still extracted successfully. The

face images on the right column of Fig. 8 are from an auxil-
iary data-based experiment, but with a smaller weight on
Ladv and higher weights on the other losses. Although
these results are not as photorealistic as the images in Fig. 7
and some mode collapse is observed, the generator tends to
learn the most recognizable features (or silhouette) of the
target faces, and the distinguishable features of the target
identities have been captured successfully. Therefore, the
overall accuracy is higher than that of the photorealistic re-
constructions in Fig. 7, and balancing among different types
of constraints allows the model (or ensemble) inversion task
to achieve different tradeoffs.

5. Conclusions
In this work, we propose the ensemble inversion tech-

nique which leverages the diversity of an ensemble of ML
models to boost model inversion performance. On top of
that, we analyzed common scenarios of obtaining variance
of target models and thoroughly investigate how the di-
versity of target models can influence the ensemble inver-
sion performance. In addition, we introduce one-hot loss
and maximum output activation loss, which lead to further
improvement on the quality of generated samples. Mean-
while, filtering out generated samples with low maximum
activations of the models under attack, can further make
the reconstructions more recognizable. When applying the
proposed techniques, the MNIST digit reconstruction ac-
curacy is improved by 70.9% for the data-free experiment
and 17.9% for the auxiliary data based experiment. The
face reconstruction accuracy is improved by 21.1% over the
baseline experiment. The motivation of this work is to pro-
vide a systemic analysis of the potential impact of the pro-
posed techniques on model inversion. For future work, we
will focus on the development of the corresponding defense
mechanisms against such ensemble inversion attacks.
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Richtárik, Ananda Theertha Suresh, and Dave Bacon. Fed-
erated learning: Strategies for improving communication ef-
ficiency. arXiv preprint arXiv:1610.05492, 2016.

[13] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton.
Imagenet classification with deep convolutional neural net-
works. In Proc. Advances in Neural Information Processing
Systems (NeurIPS), pages 1097–1105, 2012.

[14] Kosuke Kusano and Jun Sakuma. Classifier-to-generator at-
tack: Estimation of training data distribution from classifier,
2018.

[15] Yann LeCun. LeNet-5, convolutional neural networks.
http://yann.lecun.com/exdb/lenet, 20(5):14, 2015.

[16] Mehdi Mirza and Simon Osindero. Conditional generative
adversarial nets. arXiv preprint arXiv:1411.1784, 2014.

[17] Augustus Odena, Christopher Olah, and Jonathon Shlens.
Conditional image synthesis with auxiliary classifier GANs.
In Proc. International Conference on Machine Learning
(ICML)), pages 2642–2651, 2017.

[18] Charles Ruizhongtai Qi, Li Yi, Hao Su, and Leonidas J
Guibas. Pointnet++: Deep hierarchical feature learning on
point sets in a metric space. In Proc. Advances in Neural In-
formation Processing Systems (NeurIPS), pages 5099–5108,
2017.

[19] Shokri Reza, Stronati Marco, Song Congzheng, and
Shmatikov Vitaly. Membership inference attacks against ma-
chine learning models. In Proc. IEEE Symposium on Security
and Privacy, pages 3–18, 2017.

[20] Karen Simonyan and Andrew Zisserman. Very deep convo-
lutional networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014.

[21] Xiaolong Wang and Abhinav Gupta. Unsupervised learning
of visual representations using videos. In Proc. IEEE In-
ternational Conference on Computer Vision (ICCV), pages
2794–2802, 2015.

[22] Matthew D Zeiler and Rob Fergus. Visualizing and under-
standing convolutional networks. In Proc. European Confer-
ence on Computer Vision (ECCV), pages 818–833. Springer,
2014.

[23] Yuheng Zhang, Ruoxi Jia, Hengzhi Pei, Wenxiao Wang, Bo
Li, and Dawn Song. The secret revealer: generative model-
inversion attacks against deep neural networks. In Proc.
IEEE Conference on Computer Vision and Pattern Recog-
nition (CVPR), pages 253–261, 2020.

2917


