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Abstract

Temporal action segmentation is a task to classify each frame in the video with an action label. However, it is quite expensive to annotate every frame in a large corpus of videos to construct a comprehensive supervised training dataset. Thus in this work we propose an unsupervised method, namely SSCAP, that operates on a corpus of unlabeled videos and predicts a likely set of temporal segments across the videos. SSCAP leverages Self-Supervised learning to extract distinguishable features and then applies a novel Co-occurrence Action Parsing algorithm to not only capture the correlation among sub-actions underlying the structure of activities, but also estimate the temporal path of the sub-actions in an accurate and general way. We evaluate on both classic datasets (Breakfast, 50Salads) and the emerging fine-grained action dataset (FineGym) with more complex activity structures and similar sub-actions. Results show that SSCAP achieves state-of-the-art performance on all datasets and can even outperform some weakly-supervised approaches, demonstrating its effectiveness and generalizability.

1. Introduction

Temporal action segmentation aims to classify each frame in an untrimmed video with an action label. The task is a key step in understanding the structure of complex activities in videos. A recent study [50] also shows that the fine-grained sub-action segmentation can help many of other tasks such as action recognition and detection. Today’s high performing solutions for temporal action segmentation require full frame-level supervision [15, 24, 60]. However, collecting per-frame annotations in untrimmed videos is extremely expensive and often impractical. Some recent work aim to overcome this by leveraging weak supervision to avoid the need of the full frame-level annotations [16, 34, 46]. These solutions assume that at least the number or the order of the sub-actions are given for each video. Even though they do not use full supervision, they still need some annotations that are costly to acquire, especially when expert knowledge on fine-grained atoms of activities (i.e., sub-actions) is required. To further reduce the annotation cost, we ask the question, can we do temporal action segmentation in a fully unsupervised way?

Unsupervised temporal action segmentation is a very challenging problem. To parse long video sequences into sub-actions in a semantically meaningful way without any supervision, it requires a solution to not only extract highly distinguishable visual representations for each individual frame, but also to capture the temporal relations among frames and sub-actions, so that the solution can well estimate the number and the order of the occurrence of each sub-action (i.e., the temporal path), which is typically provided in the weakly-supervised setting. The problem is even more challenging when dealing with videos that contain activities with complex structures and recurrence of sub-actions. Today there are still no effective solutions to handle these challenges and the performance of existing unsupervised temporal action segmentation solutions [1, 30, 48] is still far from desired.

In this work, we propose a Self-Supervised Co-occurrence Action Parsing method, namely SSCAP, for unsupervised temporal action segmentation. Specifically, we introduce self-supervised methods to extract features that are more temporal distinguishable. On top of it, we propose a Co-occurrence Action Parsing (CAP) algorithm to decode the frames into sub-actions by leveraging the estimated prior of the co-occurrence relations of sub-actions. The prior, though estimated over the whole dataset in an unsupervised manner, can statistically depict the natural structure of activities and hence help better estimate the number and the order of the occurrence of each sub-action during inference. Moreover, CAP takes recurrence of sub-actions into account in estimating the temporal path, and hence is able to handle complex structures of activities.
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Results show that SSCAP achieves state-of-the-art for unsupervised action segmentation, and even outperforms some of the weakly-supervised approaches. Besides evaluating on traditional action segmentation benchmarks such as Breakfast [27], Salad [51], we additionally test SSCAP on the more challenging recent dataset FineGym [49]. Actions in traditional benchmarks are well structured - they are goal-directed (actors have clear goals like “making salad” or “preparing scrambled egg”) and can be decomposed into clear steps, with one step being the prerequisite for another one (e.g., you have to “get” an egg before “scramble” it). However, actions in FineGym have more complex structures - they are fast moving gymnastics actions, where several actors may perform the same sub-action multiple times in a single video. There are more similar fine-grained sub-actions across different activities as well (for example: both ‘floor exercise’ and ‘vault’ events involve a number of basic sub-action like ‘running’ and ‘jumping’). Results show that comparing to the existing unsupervised action segmentation method, SSCAP can achieve significant performance improvements on this challenging dataset, demonstrating that SSCAP is especially superior in segmenting videos with complex activities and is more generalizable to different scenarios. To summarize, our main contributions are:

1. We design a new solution called SSCAP to achieve temporal action segmentation in a fully unsupervised manner that can significantly reduce the annotation cost. SSCAP not only achieves state-of-the-art performance under the unsupervised setting, but also outperforms some weakly-supervised solutions;

2. We introduce self-supervised learning in solving unsupervised action segmentation. While self-supervised learning has been widely exploited on other tasks such as image classification and action recognition [6, 14, 41], the application of it on action segmentation has been largely unexplored. We explore a few of today’s most popular video based self-supervised learning approaches and show superior performance over the current state-of-the-art features in action segmentation. We further show that those self-supervised approaches that learn temporal characteristics outperform other self-supervised methods that focus on spatial transformation, which proves that modeling temporal relations is a key for accurately segmenting the frames into sub-actions;

3. We propose a co-occurrence action parsing (CAP) algorithm, which takes into account the co-occurrence and recurrence of sub-actions calculated based on global statistics of all the videos, to estimate the temporal path of sub-actions in each video in a more precise and general way, and therefore outperforms today’s solutions. Furthermore, we are the first to study action segmentation on FineGym, the emerging and more challenging dataset that contains more complex activities structures. Results show that the design of CAP achieves superior performance on this dataset compared to existing solutions.

2. Related Work

Temporal action segmentation is a task to classify each frame in an untrimmed video with a label of action. It is a key for understanding structures of complex activities. While current deep learning techniques [37, 65, 25, 18, 39, 36, 61, 40, 52, 59] have achieved great success on other action understanding tasks such as action recognition [7, 17, 66, 56, 68, 57, 10, 62] and action detection [38, 67, 64, 22], temporal action segmentation is still far from being well-explored. Today’s high performing solutions for temporal action segmentation require full frame-level supervision [15, 24, 28, 60, 32, 31, 54]. However, acquiring annotations on fine-grained sub-actions for each frame is expensive. To reduce the amount of labeled data needed, [9] proposes a domain adaptation approach based on self-supervised auxiliary tasks and achieves good performance. More recent works focus on developing weakly-supervised solutions: instead of having supervision for every frame, only the list (with order information) [4, 33, 46, 44, 12, 23, 8] or the set (without order information) [16, 34, 45] of the sub-actions in each video are required during training. Other work uses script or instructions for weak annotation [2]. Unsupervised temporal action segmentation, which does not have any supervision signal per video, starts to receive growing interests these days, to further reduce the dependence on labeled data [13, 48, 1, 30, 53, 35, 47]. However, these solutions do not fully explore the self-supervised feature, do not take into account semantic correlations among sub-actions and the recurrence of sub-actions in some complex activity structures. The performance of them is still far from desired.

Self-supervised learning of visual representation is a hot topic today, and has shown success in some of action understanding tasks [5, 6, 14, 19]. Many different video properties have been used as supervision to build good representations, such as: cycle consistency between video frames [58]; distinguishing between a video frame sequence and a shuffled version of it [41]; predicting the order of the shuffled clips [63]; solving space-time cubic puzzles [26]; classifying the speed of the video [14, 3]; recognize the rotation of the video [20]. Another common task is predicting the future, either by predicting pixels of future frames [11], or an embedding of a future video segment [21]. While today’s action segmentation solutions [15, 30, 60] still mainly rely on hand-crafted features such as IDT [55], Fisher Vector (FV) [42], or pre-trained features such as I3D on Kinetics dataset [7], we believe that introducing self-supervised methods in feature representation learning for unsupervised action segmentation can significantly boost the performance, as it can not only bring strong discrimi-
native power to the features, but also bring a chance to improve the temporal characteristics of the features.

3. Technical Approach

Temporal action segmentation is a task to classify each frame in the video to a sub-action. Specifically, given $M$ videos, each of them is represented by $X_m$, which contains $N_m$ frames. The task is to predict the action label $l_{mn} \in 1, \ldots, K$ for each video frame $x_{mn}$. In this paper, we study the task in an unsupervised setting, i.e., the label $l_{mn}$ for each frame is unknown during model training.

Fig. 1 is an overview of our SSCAP approach. Briefly, given a set of videos, our feature generation module extracts frame features with a self-supervised representation learning method. Extracted frame features are then sent to the co-occurrence action parsing (CAP) module, which clusters the frames and decodes them into segments of unlabeled sub-actions. Finally, the semantic action label is assigned to each cluster by using Hungarian algorithm [29]. We introduce each module in details in the following sections.

3.1. Feature Generation with Self-supervision

Our co-occurrence action parsing (CAP) module relies on the feature representation to have some semantic meaning so that the clustering step in CAP can effectively separate different semantic concepts in the video. In this work we explore a number of self-supervised feature learning methods that have been developed for image and video classification tasks. We apply these methods for the task of video segmentation and study their relative effectiveness for that task v.s. the classification task they were designed for. Since one essential factor of the feature design for the temporal action segmentation is to capture the temporal characteristics, we want to further understand whether self-supervised learning methods built based on temporal augmentations (e.g., adjusting the frame rate, shuffling the frame or clip order, etc.) are also effective on temporal segmentation or not.

With these questions in mind, we explore three of today’s most popular video self-supervised learning methods and compare them with the feature designs used today in unsupervised action segmentation, including: IDT [55], FV [42], pre-trained I3D features [7], and the continuous temporal features that achieves SOTA performance today [30]. Specifically, we study the following self-supervised methods: (1) SpeedNet [14, 3], which augments the frame rate of the video and predict it; (2) ShuffleLearn [41], which predict whether the order of frames in the sequence is shuffled or not; (3) RotationNet [20], which rotates the whole video sequence by several pre-defined degrees and predict which degree the video is rotated. Note that RotationNet is a method based on spatial augmentation, while ShuffleLearn and SpeedNet are with temporal augmentation that are expected to have stronger temporal reasoning capability. Briefly we summarize the designs of these three methods in our work:

SpeedNet [14, 3]. Given a clip $C$ with fixed number of $N$ frames: $C = (f_1, f_2, \ldots, f_N)$, we pre-define four frame rate settings $[2, 4, 8, 15]$. Each time when we generate a clip we randomly select one out of these four settings. Note that we keep the number of frames in each clip as the same, hence the time-range of the clip varies according to the frame rate selected. We train the network to predict which frame-rate the clip is sampled from (i.e., a 4-way classification).

ShuffleLearn [41]. Given a clip $C$ with fixed number of $N$ frames: $C = (f_1, f_2, \ldots, f_N)$, we shuffle $M$ frames ($0 < M < N$) in a random order. Each time when we generate the clip, we flip the coin to decide whether to shuffle it or not. We train the network to predict whether a clip is shuffled or not.

RotationNet [20]. Given a clip $C$ with fixed number of $N$ frames: $C = (f_1, f_2, \ldots, f_N)$, we pre-define four rotation degree settings: $[0, 90, 180, 270]$. We also add some randomness when we rotate, i.e., in $[-30, 30]$ degree. Each time when we generate clip we randomly select one out of these four settings and rotate the whole video sequence with the selected degree. We train the network to predict which of the settings is the rotation on (i.e., a 4-way classification).

3.2. Co-occurrence Action Parsing

Our co-occurrence action parsing (CAP) algorithm consists of two steps: clustering and decoding. Extracted frame-level features from Section 3.1 are first clustered. Since we don’t have ground truth annotations on sub-actions, here we aim at generating a number of clusters, with each of them representing a unique but unlabeled sub-action. After clustering, we then generate three outputs: (1) a video score matrix that represents the predicting score of each frame to each cluster for the whole video; (2) a co-occurrence matrix that captures the chance of any pair of clusters co-existing in videos; and (3) a cluster temporal location histogram that captures the distribution of temporal locations of each cluster in videos. In decoding, we first apply the co-occurrence matrix onto the video score matrix to generate a refined video score matrix. Then we estimate a temporal path with the cluster temporal location histogram and decode the frames to final segments based on the temporal path. The overall algorithm can be seen in Fig. 1. Below we introduce the clustering and decoding in details.

3.2.1 Clustering

Given an activity, and assuming there are $K$ different sub-actions ($K$ is known following the literature [30, 48]), we extract all the frame-level features for all videos labeled with this activity, and cluster them into $K$ clusters using
k-means. To get the probability of the frame \(x_{mn}\) that belongs to the cluster \(k\), we estimate a Gaussian distribution for each cluster \(k \in K\):

\[
p(x_{mn}|k) = \mathcal{N}(x_{mn}; \mu_k, \Sigma_k) \quad (1)
\]

We generate three outputs from the clustering step: (1) video score matrix; (2) co-occurrence matrix and (3) cluster temporal location histogram.

**Video score matrix.** Given a video \(X_m\) that contains \(N_m\) frames, we create a video score matrix \(S_m \in \mathbb{R}^{K \times N_m}\) to hold the probabilities calculated from Eq. (1), where \(K\) is the number of clusters. Each element \(S_m[k, n]\), with \(k \in \{1, 2, ..., K\}\) and \(n \in \{1, 2, ..., N_m\}\), represents the probability of the \(n\)-th frame assigned to the cluster \(k\).

**Co-occurrence matrix.** The purpose of creating the co-occurrence matrix is to capture the correlations among sub-actions underlying the native structure of activities from the global video sets. Given an activity, there are usually strong correlations among its sub-actions across all videos. For example, in the activity “Fried Egg”, “fry egg” always occurs with “take egg” and “crack egg”. While previous solutions do not build models to capture such global patterns, we leverage a co-occurrence matrix to capture the co-existing relations among sub-actions. Note that, since we are dealing with an unsupervised setting, we don’t have ground truth annotations on sub-actions, hence in the real implementation, what we calculate is the co-occurrence between two clusters \(i\) and \(j\) \(i, j \in \{1, 2, ..., K\}\), instead of the real sub-actions. The way to generate the co-occurrence matrix is simple: for each pair of cluster \(i\) and \(j\), we iterate on all the videos and count the number of times that cluster \(i\) and \(j\) appear together in each video as \(C(i, j)\). We also count the number of videos that contains the cluster \(i\) as \(C(i)\).

We then calculate a conditional occurrence probability as \(P(j|i) = C(i, j)/C(i)\), which represents the probability of cluster \(j\) appears in a video given that cluster \(i\) appears. We calculate \(P(i|j)\) for all pairs of clusters \((i, j)\) in this way and generate the \(K \times K\) dimension co-occurrence matrix. Details are shown in Algorithm 1. Since the co-occurrence matrix is learned from all videos, it is capturing the global patterns of the activity structures. The co-occurrence matrix is used for refining the video score matrix, which is introduced in Section 3.2.2.

**Cluster temporal location histogram.** The purpose of generating the cluster temporal location histogram is to estimate where each cluster generally locates in temporal dimension. Given the frames associated to each cluster from k-means, we compute the histogram of the temporal location for each cluster based on the timestamp of each frame in the video. Specifically, for a frame \(x_{mn}\), i.e., the \(n\)-th frame in the video \(X_m\), we calculate its relevant timestamp as \(t_{x_{mn}} = n/N_m\), where \(N_m\) is the total number of frames in video \(X_m\). Then for each cluster \(k\), we calculate the histogram on \(t_{x_{mn}}\) for all the frames \(x_{mn}\) from the videos that are clustered to \(k\). The histogram indicates the potential temporal location of the cluster \(k\) in the videos, and will be used for temporal path decoding introduced in Section 3.2.2. Note that in real cases a sub-action can appear multiple times in different parts of videos, so each cluster might have more than one significant bin in the cluster temporal location histogram.

### 3.2.2 Decoding

After clustering all the frames into \(K\) clusters, the next step is to decode them into segments of the sub-actions. There
are two main steps, namely, (1) refine the video score matrix with the co-occurrence matrix; (2) estimate the temporal path of the clusters and decode frames to segments.

**Refining the video score matrix.** The first step in the decoding is to generate the refined video score matrix $R_m \in \mathbb{R}^{K \times N_m}$ for each video $X_m$. There are two main issues with directly using the original video score matrix $S_m$ in decoding: (1) the video score matrix is generated purely based on the frame feature representations, it does not capture any global patterns of the activity structures across all videos, and does not contain any correlation information among sub-actions; (2) the clustering is conducted across all videos, and does not contain any correlation information among sub-actions; (2) the clustering is conducted on $K$ clusters, which is the total number of different sub-actions in the given activity. In many cases, only a subset of $K$ will appear in each individual video due to the diversity of the activities being performed by different persons. Directly using video score matrix may lead to the issue of over-segmenting video to the non-existing classes in current video.

To address these issues, we apply the co-occurrence matrix $P$ to refine the score matrix $S_m$. Specifically, given a video $X_m$, and for each cluster $k$, we first calculate the number of frames belonging to $k$ in the video, i.e., $c(k)$, and define the ratio of frames for cluster $k$ as $r(k) = c(k)/N_m$, where $N_m$ is the total number of frames in the video.

Then, in each iteration, we pick the cluster $k^*$ with the current largest ratio of frame $r(k)$ and update the video scores $S_m[j, :]$ for the remaining clusters $j$ (i.e., $r(j) \leq r(k^*)$) with the corresponding co-occurrence probability $P(j|k^*)$. Then we pop out $k^*$ and repeat the process for the remaining clusters. Details are in Algorithm 1. By doing so we add global information from the whole dataset gradually into each individual video. Scores of clusters that are not strongly correlated with the dominating clusters in this video will be attenuated. The probabilistic update is inspired by Kalman filter where the new probability $R_m[j, :]$ is updated based on the observation $P(j|k^*)$ and old probability $S_m[j, :]$.

**Estimating the temporal path and decoding.** Having the refined video score matrix $R_m$, the final step is to decode the frame sequences into the sub-action segments. Assume that we have a known temporal path of the clusters $k_1 \rightarrow \ldots \rightarrow k_T$, then the decoding is to maximize the probability of the sequence following this path based on our refined video score matrix, i.e.,

$$\hat{l}^N_t = \arg\max_{l_1, \ldots, l_N} \prod_{n=1}^{N_m} p(x_{mn}|l_n)p(l_n|l_{n-1}),$$

where, $p(x_{mn}|l_n = k) = R_m$ is the probability of the frame $x_{mn}$ belonging to the cluster $k$, obtained from the refined video score matrix, and $p(l_n|l_{n-1})$ are the transition probabilities of moving from the label $l_{n-1}$ at frame $n-1$ to the next label $l_n$ at frame $n$. Given a temporal path, Eq. (2) can be solved with a Viterbi algorithm [43].

The temporal path estimation is the key for the decoding. While in weakly-supervised action segmentation the temporal path (i.e., the order of sub-actions) is usually assumed to be known, in unsupervised setting it can only be estimated, which is challenging. Moreover, many of literature work today assume a strict single directional temporal path with each sub-action can appear at most once in the path. Such an assumption may suit for dataset with simple activity structures, e.g., Breakfast [27], however, begins to fail when the structure of activities gets more complex. For instance, in some activities, a single sub-action may occur multiple times, and the order of the sub-actions can be bi-directional (i.e., sub-action $i$ can go to sub-action $j$ and then go back to $i$). Such sub-action recurrence brings further difficulties to precisely estimate the temporal path.

We design a multi-occur temporal path estimation algorithm that is applicable to both simple and complex cases, using the *cluster temporal location histogram* introduced in Section 3.2.1. For each cluster, we select the bins from temporal location histogram with counts (normalized to the total counts across all the bins) larger than a certain value. Then we concatenate the selected bins from all the clusters and order them into a time sequence based on the temporal location of each bin, which is calculated as $T_i = \sum t_{x_{imn}}/N_i$, where $t_{x_{imn}}$ is the relevant timestamp of frame $x_{imn}$ that fall into bin $i$, and $N_i$ is the total number of frames.
The order of bins with their corresponding cluster labels forms our temporal path. Our multi-occur temporal path is able to capture the multi-time occurrence for each cluster as well as the bi-direction transition among different clusters, because more than one bins from each cluster can be selected.

4. Experiments

Datasets. We evaluate our approach on two most widely used datasets in action segmentation: Breakfast [27] and 50Salads [51], and an emerging fine-grained action dataset FineGym [49]. Breakfast [27] is a large-scale dataset that consists of ten different complex activities of performing common kitchen activities with approximately eight sub-actions per activity class. The duration of the videos varies significantly, e.g., ‘coffee’ has an average duration of 30 seconds while ‘cooking pancake’ takes roughly 5 minutes. 50Salads [51] dataset contains 4.5 hours of different people performing a single complex activity, making mixed salad. Compared to the other datasets, the videos are much longer with an average video length of 10k frames. We also observe that a single sub-action can occur multiple times along the video in this dataset, which seldom happens in Breakfast. FineGym [49] is an emerging dataset provided with fine-grained sports action annotations. Though it is originally proposed for fine-grained action recognition, it contains rich hierarchical information including annotations of start and end for the fine-grained sub-actions, which is suitable for action segmentation evaluation. These sports videos contain several athletes performing the same action and their replays. The structure of the videos are more complex and it includes many recurrences of a single sub-action, and includes more similar fine-grained sub-actions (up to 35), which makes the dataset more challenging for action segmentation than typical ones used today. We use Gym99 setting in original paper.

Evaluation Metrics. We use the Hungarian algorithm [29] to get a one-to-one matching that maximizes the similarity between all the clusters and sub-action classes for all the videos in evaluation. The number of total sub-actions within each dataset is known and used to define the number of clusters K. We report frame-wise accuracy as the mean over frames (MoF), indicating the percentage of frames correctly labelled. We also report F1 score the same as [30] to measure the quality of the temporal segmentation.

4.1. Comparison with SOTA

We compare our SSCAP with SOTA solutions on Breakfast in Table 1, 50Salads in Table 2 and FineGym in Table 3. For all the datasets, We use SpeedNet [14] trained on the Kinetics-400 [7] as the self-supervised feature in our SSCAP. Details on feature comparison can be found in Section 4.3. We can see SSCAP achieves SOTA performance on both Breakfast and 50Salads datasets in the unsupervised setting. SSCAP on Breakfast even outperforms most of the weakly-supervised solutions.

Since FineGym is new and we are the first to conduct action segmentation on it, there is no existing related results.
yet. We generate the baseline by running the SOTA approach [30] on FineGym. We can see that on this challenging dataset, SSCAP achieves significant improvement on both MoF and F1 compared to the baseline solution, demonstrating the effectiveness of our designed solution in handling videos with more complex structures. Overall the consistent improvement across all the benchmarks shows that our approach is able to generalize to different cases.

### 4.2. Ablation Study on SSCAP

Next, we conduct ablation studies on SSCAP. Three main units are investigated: (1) Self-supervised Feature Learning; (2) Co-occurrence Matrix; (3) Multi-occur Temporal Path. Results are summarized in Table 4.

**Effectiveness of Self-supervised Learning.** From Table 4 we observe that applying self-supervised feature learning consistently improves performance over the baseline using continuous temporal features [30], on all of the three datasets, demonstrating the value of self-supervised feature learning on the action segmentation task.

**Effectiveness of Co-occurrence Matrix.** We evaluate the influence of using the co-occurrence matrix to refine the video score matrix in Table 4 on all datasets. From the table, our co-occurrence matrix brings performance improvement over using original video score on all of the three datasets and on both MoF and F1. The improvement on FineGym dataset is more notable than the other two, indicating the importance of using the co-occurrence matrix while handling more complex scenarios.

**Effectiveness of Multi-occur Temporal Path.** We then assess the impact of using the proposed multi-occur temporal path in decoding. Results on all three datasets are in Table 4. We can see the designed multi-occur temporal path decoding improves both MoF and F1 on 50Salads and FineGym notably, but does not on Breakfast. We found that the recurrence of sub-actions in a video happens more frequently in 50Salads and FineGym, while in Breakfast, most of the sub-actions only occur once in each video, therefore, the multi-occur temporal path is not as helpful on Breakfast as on the other datasets. The improvement on FineGym is significant, representing that multi-occur temporal path is superior in segmenting activities with complex structures. It is worth to mention that on the Breakfast dataset, our multi-occur temporal path algorithm generates exactly the same temporal path (with each sub-action occurring only once) automatically as the path generated from turning off the multi-occur algorithm, representing that our algorithm is self-applicable to different scenarios.

### 4.3. Comparison of Feature Learning

In the section, we explore what type of self-supervised design best fits for the unsupervised action segmentation task. We study three different self-supervised feature learning methods: (1) SpeedNet [14], (2) RotationNet [20], and (3) ShuffleLearn [41], and compare the results on Breakfast dataset in Table 5. All the numbers in the table are generated without using the co-occurrence matrix and the multi-occur temporal path, so that we can purely evaluate the effectiveness of features without bringing any additional factors.

We conduct the experiments on self-supervised training (1) only on Kinetics dataset (i.e., row (d) - (f)), (2) only on Breakfast dataset (i.e., row (g) - (i)) and (3) first on Kinetics dataset and then on Breakfast dataset (i.e., row (j) - (l)), to further explore that whether we need to train on target dataset (i.e., Breakfast in our case) to get a good feature representation for the task. From the table we can find that:

1. Based on experiment (a) - (l), we conclude that SpeedNet trained on Kinetics shown in row (d) performs the best;
2. Based on experiment (d) - (l), RotationNet consistently performs worse than SpeedNet and ShuffleLearn. This may due to the fact that RotationNet is using self-supervised signal from spatial dimension, which may lack of ability to model the temporal characteristics between frames. SpeedNet and ShuffleLearn, however, use temporal augmentation as the self-supervised signal, so that they
### Feature Description

<table>
<thead>
<tr>
<th>Feature Description</th>
<th>MoF</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) IDT [30]</td>
<td>0.316</td>
<td></td>
</tr>
<tr>
<td>(b) K400 I3D [30]</td>
<td>0.251</td>
<td></td>
</tr>
<tr>
<td>(c) CTE [30]</td>
<td>0.418</td>
<td>0.264</td>
</tr>
<tr>
<td><strong>Self-supervised on K400</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d) K400 SpeedNet</td>
<td>0.508</td>
<td>0.391</td>
</tr>
<tr>
<td>(e) K400 RotationNet</td>
<td>0.328</td>
<td>0.317</td>
</tr>
<tr>
<td>(f) K400 shuffleLearn</td>
<td>0.339</td>
<td>0.328</td>
</tr>
<tr>
<td><strong>Self-supervised on Breakfast</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g) Breakfast SpeedNet</td>
<td>0.344</td>
<td>0.327</td>
</tr>
<tr>
<td>(h) Breakfast RotationNet</td>
<td>0.307</td>
<td>0.319</td>
</tr>
<tr>
<td>(i) Breakfast shuffleLearn</td>
<td>0.315</td>
<td>0.309</td>
</tr>
<tr>
<td><strong>Self-supervised first on K400, then on Breakfast</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(j) K400, Breakfast, SpeedNet</td>
<td>0.501</td>
<td>0.337</td>
</tr>
<tr>
<td>(k) K400, Breakfast, RotationNet</td>
<td>0.279</td>
<td>0.290</td>
</tr>
<tr>
<td>(l) K400, Breakfast, shuffleLearn</td>
<td>0.292</td>
<td>0.318</td>
</tr>
</tbody>
</table>

Table 5: Comparison of features for temporal action segmentation on the Breakfast [27] dataset. ‘K400’ denotes features trained on Kinetics [7] dataset while ‘Breakfast’ represents features trained on Breakfast [27] dataset. ‘SpeedNet’, ‘RotationNet’ and ‘ShuffleLearn’ denote features trained using the self-supervised methods from [14], [20] and [41].

may have stronger capability in modeling the temporal relations among frames and thus are more suitable for temporal action segmentation. The results also indicate that not all the self-supervised learning methods can help improve the performance, it is important to capture temporal relations among frames in feature learning for the segmentation task. In addition, SpeedNet, as one of the most emerging video self-supervised learning approaches, consistently outperforms the ShuffleLearn, showing the effectiveness of it;

(3) Based on experiment (b), (d), (e), (f), self-supervised features always perform better than classical I3D feature pre-trained on Kinetics. We argue that while the I3D feature trained for action recognition task optimizes feature representation on video clip level, self-supervised learning representation implicitly learns better frame-level representation and can better capture the temporal structure inside the clip;

(4) Based on the experiments (d) - (l), we can see larger dataset like Kinetics can help build better self-supervised representation, while smaller ones contain less variety. It’s not needed to use target dataset to get a good feature representation for the temporal action segmentation task.

### 4.4. Qualitative Results

Fig. 2 visualizes two examples from the Breakfast dataset. From both Fig. 2a and Fig. 2b, we can see that SSCAP is able to notably improve the segmentation quality.

We can also see that the CAP algorithm is able to effectively suppressing the over-segmentation issue by introducing the co-occurrence relations among sub-actions in decoding.

### 5. Conclusion

In this work, we have proposed SSCAP, an unsupervised temporal action segmentation solution that uses self-supervised methods in feature learning and a co-occurrence action parsing algorithm that helps model the correlation among sub-actions and better handle complex activity structures in videos. SSCAP has achieved SOTA performance on three public benchmarks in unsupervised setting, and has even outperformed several recently proposed weakly-supervised methods. The future direction can be leveraging the deep and hierarchical clustering approaches in further improving the accuracy of the method.
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