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Abstract

Reading irregular scene text is a challenging problem in
scene text recognition. Rectification is a popular measure
to reduce irregularities of text in images. Existing recti-
fication methods seek to rectify text images into a strictly
regular form via free parametric transformation functions.
However, they always suffer from information loss or se-
vere deformation due to their poor constraints to the trans-
formation functions. In our investigation, we found that
CNN and attention are robust to many slight irregulari-
ties. What inspires us to propose a novel and effective
rectification method that mainly rectifies the principle reg-
ularities, and leaves the slight irregularities to the CNN-
LSTM-attention recognizer. Our rectification method first
estimates the character densities and directions of the in-
put image in a down-sampled map then finds a best fitting
curve from a small predefined Bézier curve set, and finally
rectifies the input image with a transformation function cor-
responding to the selected curve. Transformation functions
are carefully designed so that they neither lose important
visual information nor cause severe deformation. Extensive
experiments on seven benchmark datasets show that our
method achieves the state of the art performance in most
cases, especially in curved text recognition.

1. Introduction
Scene text recognition (STR) plays an important role in

life and industry because it can serve as a bridge between
optical text data and natural language processing [33, 36,
30, 4]. Though current STR methods [28, 3] achieve satis-
factory accuracy on regular texts by sequence to sequence

*Correspondence author.

learning models, reading irregular texts is still an open prob-
lem. Regular texts in images are usually arranged horizon-
tally from left to right. In contrast, irregular texts can be
multi-oriented, perspective, and curved.

Existing solutions for irregular text recognition include
rectification-based approaches and 2D-decoder-based ap-
proaches. The former approaches first transform the input
images or hidden feature maps with transformation func-
tions, then recognize the transformed images or feature
maps with sequence to sequence recognizers. The latter
approaches directly decode from 2D feature maps [18, 17].
The most popular text rectifiers are TPS-based spatial trans-
former networks (STN) [11]. ASTER [31] and RARE [30]
train the STN in a weak supervising manner with only text-
level annotations. ScRN [34] first trains an estimator for
characters’ orientations, scales, and centerlines with pixel-
level annotations then generate TPS control points with the
constraints of the estimated values.

However, as shown in Fig. 1, TPS-based rectifying al-
gorithms may lead to severe distortion or even important
visual information loss due to improper transformation.

According to our study, CNN-LSTM-Attention [7, 1]
based recognizers are highly robust to small irregularities
of texts [30, 3]. And a well-trained recognizer can reliably
read the words with about 1

4× to 1× scale variation in width
and rotation within±20°. Thus, a sophisticated rectification
mechanism that transforms texts into strictly regular forms
is not necessary for the reading task. On the contrary, a sim-
ple rectifier may generate rectified images with some spatial
deformation, which can be still well read by a sequence rec-
ognizer.

Based on the observation above, we propose to Rectify
only the Principal Irregularities (RPI in short) in the text
images, instead of to find a strictly regular form. As shown
in Fig. 1, our method rectifies the input images to a roughly
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Figure 1: (a) The image rectified by RARE [30] is severely distorted, leading to a wrong recognition. (b) The image rectified by ASTER [29]
loses many characters, which causes a disastrous error. (c) The image rectified by ScRN [34] loses a part of the first character, which makes
the character not be recognized. In all of the three cases, our method dose not try to rectify the input images to a strictly regular form, but
to rectify the major irregularities, while important visual information is preserved for correct recognition.

horizontally left-to-right form, but the boundaries of the rec-
tified images are not guaranteed to be closed to the text’s
edges. And texts in such a form can still be correctly read
by the recognizer. The method is called RPI that will be
detailed in Sec. 3.

We conduct extensive experiments to evaluate the effec-
tiveness of the proposed method. Experimental results con-
form to our expectations and show the performance advan-
tage of our method over the existing ones. Experimental
details are presented in Sec. 4.

2. Related Work

Early works mainly use a bottom-up framework that de-
tects individual characters by sliding window [33], con-
nected components [24] or Hough voting [36]. Top-down
frameworks become popular later, pioneering works include
[9, 10], which use a CNN with structured output for uncon-
strained recognition and a 90k-word CNN-based classifier.

Sequence to sequence learning is the state of the art of
regular scene text recognition. [15] reads scene text by a
recursive recurrent net (RN) with attention modeling. [28,
30] propose end-to-end neural networks that combine CNN,
RN and an attention or CTC [5] based decoder. [3] and
[2] improve the attention decoder with focusing-attention
network (FAN) and edit probability (EP), respectively.

Recently, many STR works focus on irregular text recog-
nition. Existing techniques roughly fall into two types:
rectification-based approaches and 2D-decoder-based ap-
proaches.

Rectification-based approaches handle the irregularities
by applying transformations to the input images or the hid-
den feature maps. [30] trains a TPS-based STN in a weakly
supervised manner with only word-level annotations. This
work was recently extended by considering more flexible

TPS [31]. AON [4] reconstructs text orientation by learn-
ing to weigh four directions. [34] advances the STN-based
methods by adding character-level annotations and extra
constraints. Other rectification mechanisms are also ex-
plored. [37] conducts rectification iteratively, and [22] rec-
tifies the images by estimating the offset map.

2D-decoder approaches read irregular texts from a 2D
feature map. Li et al. [17] employed a tailored 2D atten-
tion. Liu et al. [19] rectified individual characters after de-
tecting them. Yang et al. [35] trained a 2D attention with
character-level supervision. Liao et al. [18] detected and
recognized individual characters by a fully convolutional
network, and then recognized the words by character voting.
Wan et al. [32] decoded texts from character semantic seg-
mentation with their orders in consideration and achieved
good performance. However, the semantic segmentation-
based methods consume much more computation resources,
which limits its application in many situations.

In this paper, we propose a new and effective
rectification-based method RPI for irregular text recogni-
tion, which pays attention to the significant irregularities
in the input images. We innovatively exploit the Bézier
curve to model text orientation and achieve state-of-the-art
recognition performance in extensive experiments on seven
benchmark datasets.

3. Method

The workflow of our proposed method RPI is shown in
Fig. 2. RPI consists of a Densities and Orientations Esti-
mating Module (DOEM), a Curve Fitting Module (CFM), a
Grid Sampling Module (GSM) and a Sequence Recognizing
Module (SRM). DOEM first estimates the character densi-
ties and orientations on a 4-stride map of the input image.
With the estimated results, CFM scores the fitness of each
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Figure 2: The work flow of the proposed method RPI. DOEM first estimates character densities and orientations, and CFM selects the best
fitting curve from the candidates. Then, GSM generates the sampling grid and samples from the input image with bilinear interpolation.
Finally, SRM reads “SALMON” from the rectified image.

curve from a predefined curve set and selects the best fit-
ting one. GSM then generates a sampling grid that neither
loses important visual information nor causes severe ab-
normal deformation and rectifies the input image based on
the generated grid with bilinear interpolation. SRM finally
recognizes the rectified image with a CNN-LSTM-attention
encoder-decoder.

In what follows, we introduce these modules in detail.

3.1. Densities and Orientations Estimating Module

The backbone of DOEM is a small down-sample-up-
sample pyramid architecture. The output of DOEM is in
1
4 height and 1

4 width of the input image with 3 channels. A
sigmoid function is applied to the first channel to generate
the character densities α, and normalization is applied to the
last 2 channels to generate the character orientations ~θ. The
annotation α̂ for character densities is a map of one-hot vec-
tors, indicating whether the pixels belong to a character or

the background. And annotation ~̂θ is a map of normalized
vectors, indicating the orientations of pixels if they belong
to a character, otherwise zero vectors. DOEM is trained to
minimize the cross entropy between α and α̂, and to max-

imize the inner product of ~θ and ~̂θ where α̂ = 1. The loss
function of DOEM is as follows:

LDOEM = − ln(α)α̂−ln(1−α)(1−α̂)−α̂(~θ�~̂θ−1) . (1)

3.2. Curve Fitting Module

Bézier curve is a continuous parametric curve commonly
used in computer graphics. By checking a large number of
scene text images, we found that the shapes of most scene
texts can be represented by quadratic Bézier curves. There-

fore, we try to find quadratic Bézier curves to fit the es-
timated character densities and orientations. Most STN-
based methods predict control points from a continuous
space, which may lead to unexpected results without explic-
itly considering the constraints on the control points [34].
Our CFM selects a Bézier curve from a small predefined
candidate curve set by scoring their fitness to the estimated
character densities and orientations, which makes it simple,
yet robust and effective.

The set of candidate curves is not necessary to be too
large, because slight irregularities can be actually han-
dled by the recognizer. Therefore, we select only the
quadratic Bézier curves whose control points are confined
to {−1, 0, 1} × {−1, 0, 1} with the rule that each curve
should be neither too short (length less than 2), nor too close
to a boundary. Eventually, 37 curves are selected as candi-
dates, which are shown in Fig. 3.

For the convenience of description, we also map the co-
ordinates of the input image, α and ~θ to [−1, 1] × [−1, 1].
Intuitively, with the estimated α, ~θ and a given expected di-
rection ~d, we define the fitness of a point P (x, y) on the
image to ~d as follows:

Fα,~θ(P,
~d) = αx,y~θx,y � τ(~d) (2)

where “�” stands for element wise production, and

τ(~v) =
~v

||~v||
(3)

is the normalized vector that represents the orientation of
~v.

Then, given a point P and a hyper parameter λ ∈ (0, 1],
considering an expansion line segment P̃ of 2λ length that
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Figure 3: The 37 candidate Bézier curves. The curves begin from red and end to blue.

is perpendicular to ~d and centered at P , we define the score
of P̃ as the integral of the fitness of all the points on P̃ , i.e.,

Cα,~θ(P̃ ,
~d) =

P+λω(~d)∫
P−λω(~d)

Fα,~θ(s,
~d) ds (4)

where
ω(~v) = (−~vy, ~vx) (5)

is the counter clockwise rotation of ~v.
Finally, the fitting score of a Bézier curve B is defined as

the integral of the scores of the expansion line segments of
the points on B, and the result is normalized by the length
of B. Formally,

Sα,~θ(B) =
1

||B||

∫
B

Cα,~θ

(
s̃, τ( ~ds)

)
ds . (6)

And the curve with the maximum score will be selected.
We implement CFM discretely. Specifically, we evenly

pick 64 points on the curve B, and then evenly pick 32λ
points on each expansion line segment where 32λ should
be an even integer. And the score of B is computed as the
sum of the fitness of those picked points. Note that CFM
has no trainable parameter.

3.3. Grid Sampling Module

Given a selected curve B, we generate the sampling grid
that is vertically centered at B. Firstly, B is evenly divided
into 256 segments. Generally, for the midpoint Pi of the i-
th segment, we evenly pick 64 points over the perpendicular
line of length 2 and centered at Pi, and take these 64 points
as the i-th column of the output.

However, in some exceptional circumstances, such a
naive sampling strategy may lose information. For exam-
ple, in Fig. 4 (a), some character pixels on the left-top corner
are lost. After a lot of observation, we found that such in-
formation loss always happens when the starting or ending

(a)

(b)

Figure 4: The selected curves and sampling regions of the naive
strategy and the proposed GSM. (a) The naive sampling strategy
loses some information on the left-top corner. (b) The proposed
GSM preserves all the useful information.

point of the curve is in the middle of a boundary. Hence, as
shown in Fig. 4(b), we design a more reasonable sampling
strategy that simultaneously considers the boundary and the
perpendicular of the curve.

Detailedly, for the starting or ending point P ′ at the
middle of a boundary with the tangent direction ~p′ on the
curve, we define a normalized vector ~e that coincides with
the boundary, and ~e � ω(~p′) > 0. And for a midpoint
Pi(i+ 0.5 < 256

3 ) with a tangent direction ~pi on the curve,
we define the orientation of the sampling column over Pi as
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follows:

ω′(i, ~e, ~pi) = τ

(
(
256

3
− (i+ 0.5))~e

)
+ τ ((i+ 0.5)ω(~p)) .

(7)

And vice versa, for Pi(i+ 0.5 > 2×256
3 ) we have

ω′′(i, ~e, ~pi) = τ

(
((i+ 0.5)− 2× 256

3
)~e

)
+ τ ((256− (i+ 0.5))ω(~p)) .

(8)

Consider Eq. (7) and Eq. (8) together, the coordinate of the
sampling point Pi,j at i-th column and j-th row is evaluated
as follows:

Pi,j = Pi+(j−31.5)


ω′(i, ~e, ~pi) if i+ 0.5 <

256

3

ω′′(i, ~e, ~pi) if i+ 0.5 >
2× 256

3
ω(~pi) otherwise

.

(9)
Finally, GSM samples from the input image with bilinear
interpolation. The output is a 64×256 rectified image. Like
CFM, GSM also has no trainable parameter.

3.4. Sequence Recognizing Module

Following [30, 3], we exploit a CNN-LSTM-attention
based sequence encoder-decoder to generate character pre-
dictions. It consists of a CNN backbone, a bidirectional
LSTM with 256 hidden channels, and LSTM-based atten-
tion with 512 hidden channels. The loss function of the
recognizer is as follows:

LSRM = −
|ŷ|∑
t=1

ln pt(ŷt) (10)

where p is the probability distribution sequence output by
the recognizer, and ŷ is the sequence annotation of each
character in the word.

4. Performance Evaluation
4.1. Datasets

We evaluate our model on 4 general datasets (IIIT5K,
SVT, IC03 and IC13) that contain mostly regular samples,
and 3 special datasets (IC15, SVTP and CT80) that contain
mainly irregular samples. For fair comparison, we evalu-
ate recognition performance following the case-insensitive
protocol [31, 17, 3]. Details of the datasets are as follows:

IIIT5K-Words (IIIT5K) [23] contains 3000 web images
for test. Most samples are regular, and a few are curved.

Street View Text (SVT) [33] has 647 test images col-
lected from Google Street View.

ICDAR 2003 (IC03) [21] contains 860 images of
cropped words after filtering by [21].

ICDAR 2013 (IC13) [13] is the successor of IC03, it
inherits most of IC03’s data and contains 1015 for test after
removing those containing non-alphanumeric characters.

ICDAR 2015 (IC15) [12] contains 2077 images for test.
These images are collected via a pair of Google Glasses
without careful positioning and focusing.

SVT-Perspective (SVTP) [26] contains 645 cropped im-
ages for test. Images are picked from side-view angle snap-
shots in Google Street View. Therefore, there may be severe
perspective distortion in these images.

CUTE80 (CT80) [27] is collected for evaluating curved
text recognition. It contains 288 cropped natural images for
test.

Some of the aforementioned datasets associate lexicons
to simplify the recognition task in early years. However,
the lexicons do not help in most cases of real-world appli-
cations. And recent methods achieve nearly saturated per-
formance with such constraint. Hence, we do not use these
lexicons in our performance evaluation.

The datasets used to train the model are SynthText [6],
Synth90K [8] and a collection of real-world images. Syn-
thText contains about 8M synthetic words with character-
level annotations. Synth90K are generated based on 90k
generic English words, and contains about 9M synthetic
words without character-level annotations. We also collect
real-world images from public datasets following [17], re-
sulting in about 50K real-world samples.

4.2. Implementation Details

Preprocessing. In both training and test stages, the input
images are resized to 64×256, 96×192, 128×128, 192×96
or 256×64 according to the original aspect ratios. Formally,
with the original height H and width W , we set the resized
aspect ratio to

H ′

W ′
= 2max{min{blog2(

H
W )+0.5c,2},−2} . (11)

Annotations for DOEM. The SynthText dataset has
bounding boxes for each character. For a character and its
bounding box, we use the vector that starts from the cen-
ter of the left boundary and ends at the center of the right
boundary as the orientation of the character. For the pixels
inside a character’s bounding box, the ground-truth of the
character’s densities are labeled as 1, and the ground-truth
of the character’s orientations are labeled as the normalized
orientation of the corresponding character. And for the pix-
els outside any character’s bounding box, the ground-truth
of the character’s densities are labeled as 0, and the ground-
truth of the character’s orientations are ignored.
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Approach Method IIIT5k SVT IC03 IC13 IC15 SVTP CT80

Unrectified
sequence to

sequence

R2AM [16] 78.4 80.7 88.7 90.0 - - -
CRNN [28] 81.2 82.7 81.9 89.6 - - -
FAN [3] 87.4 85.9 94.2 93.3 70.6 - -
EP [2] 88.3 87.5 94.6 94.4 73.9 - -
Liu et al. [20] 89.4 87.1 94.7 94.0 - 73.9 62.5

2D-decoder
based

SAR [17] 95.0 91.2 - 94.0 78.8 86.4 89.6
CA-FCN [18] 91.9 86.4 - 91.5 - - 79.9
Yang et al. [35] - - - - - 75.8 69.3

Rectification
based

RARE [30] 81.9 81.9 90.1 88.6 - 71.8 59.2
AON [4] 87.0 82.8 91.5 - 68.2 73.0 76.8
Char-Net [19] 92.0 85.5 92.0 91.1 74.2 78.9 -
ASTER [31] 93.4 89.5 94.5 91.8 76.1 78.5 79.5
ScRN [34] 94.4 88.9 95.0 93.9 78.7 80.8 87.5
ESIR [37] 93.3 90.2 - 91.3 - 79.6 83.3
RPI− (ours) 93.0 88.9 93.7 91.5 69.4 77.7 88.5
RPI (ours) 95.1 91.7 96.0 92.9 78.1 84.8 91.7

Table 1: Recognition accuracies on seven benchmarks in percent while 32λ = 4. RPI− is trained with only SynthText and Synth90K.

Backbones of DOEM and SRM. The backbone of
DOEM is a down-sample-up-sample pyramid architecture.
The down-sample part consists of two 3 × 3 convolutions
and eight ResBlocks. Each convolution is followed by a
2× 2 max-pooling. The stride is 2× 2 for the 3-rd, 5-th and
7-th ResBlocks, and 1× 1 for the others. The convolutions
output 32 and 64 channels respectively and the ResBlocks
output 64, 64, 128, 128, 256, 256, 256 and 256 channels re-
spectively. The up-sample part applies stage-by-stage near-
est neighbor up-sampling to the outputs of the 8-th, 6-th,
4-th and 2-nd ResBlocks, each of which has a 1 × 1 skip
connection. Finally, a 3× 3 convolution with 3 channels is
used to generate the output. The backbone of SRM is the
same as that used in [3], except for an extra 2 × 1 max-
pooling that is inserted before conv5 x.

Model training. We first train DOEM with SynthText.
The training samples are randomly rotated within ±90°.
CFM, GSM and the trained DOEM are then used to rec-
tify samples in SynthText. Synth90K and real-world data
are used to train SRM. Both DOEM and SRM are trained
by Adam optimizer [14] and converge after 5 epochs. The
learning rate is set to 10−3 in the 1-st epoch, then decays
smoothly to 10−5 from the 2-nd epoch to the 4-th epoch,
and finally keeps at 10−5 for the 5-th epoch. The hyper-
parameter λ is set to 4

32 in training. Our model recognizes
95 symbols including 10 digits, 26 uppercase letters, 26
lowercase letters, 32 punctuation marks and an EOS sym-
bol (the end-of-sequence).

Environments. This work is implemented with PyTorch-
1.4 [25]. The training and evaluation are accelerated by an
NVIDIA TITAN RTX GPU.

4.3. Comparison with the State of the Art Methods

We train RPI with SynthText, Synth90K, and the col-
lected real-world data. Besides, we also train RPI− with
only SynthText and Synth90K. The results are presented in
Tab. 1.

Comparison with rectification-based methods. The
rectification-based methods listed in Tab. 1 are trained with
only synthetic data. Therefore, we compare RPI− with
them. From Tab. 1 we can see that RPI− wins all the other
rectification-based methods on CT80 (the dataset specifi-
cally built for evaluating curved text recognition), and per-
forms comparably with them on IIIT5K, SVT, IC03, IC13,
and SVTP, but is worse than 3 of them on IC15.

Comparison with 2D-decoder based methods. SAR is
the most representative 2D-decoder-based method, and note
that SAR is trained with real data and extra SynthAdd data.
Therefore, we compare RPI with SAR. We can see that RPI
wins SAR on CT80, IIIT5K, and SVT, and is comparable
to SAR on the other three benchmarks (IC13, IC15, and
SVTP).

Performance comparison summary and discussion.
According to the results in Tab. 1, our method performs bet-
ter than all the existing methods on IIIK50, IC03, SVT, and
CT80. Note that CT80 contains mainly curved data, and our
method achieves a 2.1% advantage in recognition accuracy
over the 2-nd best method SAR on CT80. However, we also
see that RPI does not perform so well on perspective data,
especially when trained without real-world data. This indi-
cates that real-world data are important to our approach. We
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analyze this phenomenon and attribute it to the difference of
irregularity patterns between synthetic data and real-world
data. We will try to improve RPI based on these findings in
the future.

By analyzing some unrecognized samples, we found that
our model also suffers attention drift like most attention-
based sequence to sequence models, which means that the
focusing mechanism [3] and semantic segmentation can
help our method.

4.4. The Effect of λ

λ is a hyper-parameter that influences the performance
of curve selection. We conduct experiments to evaluate the
impact of λ on performance. The results are given in Tab. 2.
We can see that our method performs best when λ takes
value from 2

32 to 8
32 . But the exceptions are IC13 and IC15,

on which we get the best accuracy when λ is 16
32 . Gener-

ally, when λ is too small, many pixels cannot be covered
by the sampled points used for scoring. On the contrary, a
too-large λ will lead to the decreasing of scoring resolution
because many sampled points are overlapped among differ-
ent curves.

5. Conclusion

In this work, we try to read irregular scene texts by rec-
tifying their principle irregularities. We propose the RPI
method that samples feature sequences from input images
based on Bézier curve fitting. RPI can be implemented in
any sequence to sequence scene text recognition model. Ex-
periment results show the advantage and robustness of the
proposed method. RPI’s outstanding performance on irreg-
ular samples conforms to our expectations. In the future,
we will continue to improve RPI and make it effective in
more complex situations, and design an end-to-end mecha-
nism to train the model without character-level annotations.
We will also try to extend this idea to end-to-end text spot
tasks and applications.
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