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Abstract

Although few-shot meta learning has been extensively studied in machine learning community, the fast adaptation towards new tasks remains a challenge in the few-shot learning scenario. The neuroscience research reveals that the capability of evolving neural network formulation is essential for task adaptation, which has been broadly studied in recent meta-learning researches. In this paper, we present a novel forward-backward meta-learning framework (FBM) to facilitate the model generalization in few-shot learning from a new perspective, i.e., neuron calibration. In particular, FBM models the neurons in deep neural network-based model as calibrated units under a general formulation, where neuron calibration could empower fast adaptation capability to the neural network-based models through influencing both their forward inference path and backward propagation path. The proposed calibration scheme is lightweight and applicable to various feed-forward neural network architectures. Extensive empirical experiments on the challenging few-shot learning benchmarks validate that our approach training with neuron calibration achieves a promising performance, which demonstrates that neuron calibration plays a vital role in improving the few-shot learning performance.

1. Introduction

Learning to fast adaptation is an essential ability of human intelligence, with which humans can draw inferences about new tasks by effectively leveraging their previously acquired knowledge and prior learned skills. In stark contrast, it is a challenging task for artificial learning systems to effectively deal with new tasks with limited amounts of inputs. For example, the training of deep neural network models relies heavily on large-scale labeled training data in order to generalize well on the targets. To address this challenge, transfer learning [29] has been proposed exploiting source tasks to train a base-learner and then fine-tune the model to learn target task through knowledge transfer. Specifically, multi-task learning [5] is regarded as a form of inductive transferring learner. The inductive bias is distilled by the auxiliary tasks and then derives the hypothesis of the targets. Nonetheless, aforementioned techniques require strong assumptions over the training model. For instance, a common form of inductive bias in multi-task learning is $\ell_1$ regularization that results in a sparse solution. While these approaches can partially facilitate knowledge adaptation, the biased learner toward a specific hypothesis degrades model generalization. This motivates us to empower generalization capability to the model from a different perspective, such as learning an effective strategy of fast adaptation in meta-learning schemes.

Recent meta-learning algorithms [10, 9] have studied how deep neural network-based models distill the knowledge of previous learned tasks and then adapt to new tasks with only a few examples [41, 8]. Recent studies have adopted distinct perspectives of neural network training process to facilitate fast adaptation in few-shot learning scenario. For example, structure-based models [22, 38] generally learn the update direction and step-size for individual tasks via operating task-specific parameterization of neural model. In contrast, context-based models [25, 32] typically guide the learning process via exploiting context input of specific tasks. Despite their promising properties under certain circumstances, these algorithms suffer from two drawbacks: a) learning framework requires a bunch of similar tasks to maximize the generalization of multiple tasks; b) training input is typically optimized by the fix-structured feature extractor, which might be prone to over-fitting in few-shot learning scenarios.

This work tackles the few-shot learning problem from a novel view that is distinct to all the aforementioned attempts, i.e., seeking a better model generalization with neuron calibration. Specifically, we refer to neuron calibration as a process of mathematically adjusting the transformation functions in the layers of neural networks [11]. Considering that task adaptation in contemporary deep learning-based model is closely related to the plasticity of deep neural networks, our proposed neural calibration approach aims to regularize the learning process to facilitate task adaptation via posing
a trainable soft mask on both the latent feature and model parameter, which hence influences the feed-forward inference pass and the backward propagation pass simultaneously. This work is inspired by the earlier work that seeks optimal model generalization through calibrating neural network parameters or labels [36], as well as a recent continual learning work that learns feature calibration via retaining task-specific embedding [30]. Compared to those works, we attempt to solve few-shot learning problem with a general calibration formulation in meta-learning schema [4]. Instead of reserving task-specific parameters for preserving task knowledge, we learn the task-agnostic calibration formulation that could be applied to various feed-forward neural network architectures. The contributions of our work are three-fold:

- We introduce a general and light-weight neuron calibration approach to tackle few-shot learning problems with feed-forward deep neural network-based function approximation.
- A novel meta-learning paradigm is formulated to train the calibrated model with a bi-level optimization scheme to achieve a better generalization in few-shot learning scenarios.
- Extensive empirical experiments on the challenging few-shot learning benchmarks demonstrate the effectiveness of the proposed algorithms with significant margins on all the evaluation datasets.

2. Related Work

It is a challenging task to design an effective model in few-shot learning scenario [25], since the distributions of the new tasks are unknown in advance and there are only few-shot instances available in each task. Meta-learning has been introduced to tackle this issue from two distinct perspectives of deep neural network learning: 1) Metric-based approaches aim to learn a suitable embedding space with a neural network so that nearest neighbor classification works well given a metric in this space [41, 37, 40, 28, 33]. 2) Gradient-based approaches [8, 25, 31, 45], e.g., MAML, search for the optimal model parameterization across tasks such that fine-tuning from the base learner leads to fast adaptation to new tasks. The two research have critical differences: 1) Gradient-based methods usually exploit a linear model with classification loss objectives (e.g., cross entropy), while metric-based methods aim to optimizing the representation for each class and utilize a nearest neighbor classifier for label prediction according to the metric similarity between instances available in each task. Meta-learning has been introduced to tackle this issue from two distinct perspectives of deep neural network learning: 1) Metric-based approaches aim to learn a suitable embedding space with a neural network so that nearest neighbor classification works well given a metric in this space [41, 37, 40, 28, 33]. 2) Gradient-based approaches [8, 25, 31, 45], e.g., MAML, search for the optimal model parameterization across tasks such that fine-tuning from the base learner leads to fast adaptation to new tasks. The two research have critical differences: 1) Gradient-based methods usually exploit a linear model with classification loss objectives (e.g., cross entropy), while metric-based methods aim to optimizing the representation for each class and utilize a nearest neighbor classifier for label prediction according to the metric similarity between instances available in each task.

3. Elements of Meta Learning

We introduce the problem setup and notations of meta-learning, following three neural network adaptation skeletons on meta-learning [41, 32, 8, 28].

3.1. Meta-Learning for Few-shot Learning

The goal of few-shot meta-learning is to leverage the knowledge from a batch of tasks for fast adaptation onto the target tasks [32]. To achieve this goal, the training, validation and testing dataset have disjoint label spaces during the learning process. Follow the conventional setting of MAML [8], we define a batch of tasks for training \( \{ \mathcal{T}_t \}_{t=1}^{B} \). For each task \( \mathcal{T}_t \), we acquire two separate data splits \( \mathcal{D}_t^{tr} \) and \( \mathcal{D}_t^{ts} \) for the purpose of the interleaved optimization in meta-train phase, which is formally given by

\[
\begin{align*}
\text{Outer Loop:} & \quad \theta \leftarrow \theta - \alpha_{\text{out}} \nabla_{\theta} \sum_{t=1}^{B} \mathcal{L}(\hat{\theta}_{(i)}, \mathcal{D}_t^{ts}) \\
\text{Inner Loop:} & \quad \hat{\theta}_{(i)} \leftarrow \theta - \alpha_{\text{in}} \nabla_{\theta} \mathcal{L}(\theta, \mathcal{D}_t^{tr})
\end{align*}
\]  

(1)

where \( \alpha_{\text{in}} \) and \( \alpha_{\text{out}} \) are learning rates for the inner-loop update and outer-loop update, respectively, and \( \mathcal{L}(\theta, \mathcal{D}) \) denotes the empirical loss function occurred by model \( \theta \) on
was well transferred to new tasks. Nonetheless, there is no guarantee for training effectiveness on the initial model, since dissimilar tasks may disturb the training process. Therefore, well-learned initial model parameters are essential for ensuring reasonable performance for new tasks [8]. Specifically, promising result would be guaranteed only if the previous learned experience was well transferred to new tasks. However, the isolated parameters will fail to exploit the relationship between the related tasks for achieving better generalization.

Our proposed technique is related to gradient-based meta-learning [8], the primary goal of which is to improve the generalization capability through posing efficient optimization strategies throughout the meta-learning process. Unlike prior related work [8] that exploits a shared model across all tasks, our work aims to seeking optimal calibration for neural-network based models through approximating neuron transformation function [13, 19, 36], as shown in Figure 1(c), so that the calibrated model could generalize well across different tasks. Motivated by recent approaches that successfully exploit neural calibration schema to address machine learning problem [19, 36], we attempt to tackle few-shot learning problem with neuron calibration. Instead of reserving task-specific parameters for preserving the knowledge of each task, we propose a task-agnostic calibration formulation, which boosts model generalization through influencing forward pass and backward pass of deep neural networks.

4. Calibrating CNNs

We introduce a general neural calibration framework for solving the few-shot learning problem on image classification, where the models are parameterized by feed-forward neural networks. By applying neural calibration, we aim to adapt the transformation functions in the deep neural network layers, with the hope that our proposed learning paradigm with neuron calibration could effectively achieve a stable consolidation of knowledge from multiple tasks and thus enable a fast adaptation towards new tasks. Specifically, in this work, we formalize the calibration of two common transformation function [13, 19, 36], as shown in Figure 1(c), via augmenting neural networks with external memory [41]. Generally, this method keeps previous learned model $\theta$ fixed when extending model parameter for new tasks, i.e., $\theta(t) = \theta(t-1) \cup \psi_t$, which memorizes the new knowledge with the new parameter $\psi_t$ allocated for new task at time $t$. As introducing new $\psi_t$ for each task is usually hand-crafted, current work often adopts simple heuristics, e.g., by adding extra channels on top of current network structure or adding extra support vectors into the dictionary. By doing this, the learner will suffer from expensive memory overhead and poor scalability. In addition, the isolated parameters will fail to exploit the relationship between the related tasks for achieving better generalization.

Figure 1. Illustration of three meta-learning approaches: (a) All tasks share a single set of model parameters that are optimized with single learning rules. (b) Each task will add additional task-specific parameters while original weights are frozen. (c) Our approach, where fast adaptation is achieved via calibrating a subset of model parameter and feature map in each layer of neural network. The figure shows that meta-learner decides to re-use the first layer of network and re-scale some parts of the following two layers.

**3.2. Model Adaptation**

As illustrated in Figure 1(a), one straightforward solution of meta-learning is to utilize a single set of model parameters $\theta$ for all tasks and optimize $\theta$ using gradient descent over a collection of tasks. Following this direction, the performance of new tasks is affected by the knowledge acquired from the previous learned tasks. Therefore, well-learned initial model parameters are essential for ensuring reasonable performance for new tasks [8]. Specifically, promising result would be guaranteed only if the previous learned experience was well transferred to new tasks. Nonetheless, there is no guarantee for training effectiveness on the initial model, since dissimilar tasks may disturb the training process.

Figure 1(b) presents an alternative way of few-shot learning via augmenting neural networks with external memory [41]. Generally, this method keeps previous learned model $\theta$ fixed when extending model parameter for new tasks, i.e., $\theta(t) = \theta(t-1) \cup \psi_t$, which memorizes the new knowledge with the new parameter $\psi_t$ allocated for new task at time $t$. As introducing new $\psi_t$ for each task is usually hand-crafted, current work often adopts simple heuristics, e.g., by adding extra channels on top of current network structure or adding extra support vectors into the dictionary. By doing this, the learner will suffer from expensive memory overhead and poor scalability. In addition, the isolated parameters will fail to exploit the relationship between the related tasks for achieving better generalization.
where ⊙ denotes element-wise multiplication, \( O \) denotes the number of channel, and \((H, W)\) the resolution of output feature maps. To reduce the size of the calibrator parameters for efficient computation, we specify the calibrator size to be much smaller than the original size of \( h_i \). The calibration for the convolutional layers and fully connected layers are specified to work at per-channel-level and per-feature-level, respectively. To scale up the shape of the calibrator parameters \( \lambda_i \) to match that for \( h_i \), a tile\((\cdot)\) function is applied on the calibrator parameter \( \lambda_i \). With the aforementioned feature calibration approach, the calibrator module plays a crucial role during the model training process: at the forward inference path, it scales the value of the feature maps from the base network to regularize the transformation function; at the backward optimization path: it serves as a prioritized weight to regularize the model update (e.g., \( \nabla_{\theta_i} \mathcal{L} \) is derived in the form of \( \nabla_{\tilde{h}_i} \mathcal{L} \cdot \nabla_{\theta_i} (h_i \odot \text{tile}(\lambda_i)) \), scaled by \( \lambda_i \)).

In the end, the original feature map and calibrated one from (2) get added up in an element-wise manner by a residual connection. This is followed by normalization and activation operations to produce a final output for that layer. In summary, the overall calibration process for the \( i \)-th layer could be formulated as follows,

\[
h_i = \sigma (\mathcal{B} \mathcal{N} (\Omega_{\lambda_i}(\mathcal{F}_{\theta_i}(h_{i-1})) \oplus \mathcal{F}_{\theta_i}(h_{i-1}))) \tag{3},
\]

where \( \mathcal{B} \mathcal{N}(\cdot) \) denotes the batch normalization, \( \oplus \) denotes an element-wise addition operator, and \( \sigma(\cdot) \) is an activation function. After that, \( h_i \) is sent as input to the \( i+1 \)-th layer in the feed-forward neural network. All the aforementioned calibrator parameters are initialized with a value of 1.0 at the start of training. We demonstrate an example case of applying feature calibration on a CNN-based model in Figure 2.

**Discussion:** For the neural network model, the role the calibration module performs on the depth adapts to the needs of the feature transformation. In the early layers, it learns to activate informative features in a label-agnostic manner, strengthening the quality of the basic-level feature maps. In the following layers, the feature map becomes abstract and specialized for the specific tasks. The feature calibration module poses a trainable soft mask on the feature maps, which then influences the model inference process through the forward inference path. In addition, the proposed forward calibration module is model-agnostic, and could be deployed into various convolutional neural networks, e.g., VGG [35], ResNet-12 [14], Inception-V3 [39], etc.

### 4.2. Backward Optimization Calibration

We introduce a general module of backward optimization calibration, i.e., gradient calibration module, which aims to scale the gradients of the parameters in back-propagation step. Specifically, we denote the gradient as \( g_i = \nabla_{\theta_i} \mathcal{L} \), where \( \mathcal{L} \) is the loss function and \( \theta_i \) is the model parameter at layer \( i \). Let \( \Omega_{\phi_i}(\cdot) \) denote the gradient calibration function applied on the \( i \)-th layer of the network, which is parameterized by \( \phi_i \). Similar with forward inference calibration, the gradient calibration operation is formalized by the element-wise multiplication between the gradients and the calibrator.
parameters, which is defined as,
\[ \Omega_{\phi_i}(g_i) = \begin{cases} \text{tile}(\phi_i) \odot g_i, & \phi_i \in \mathbb{R}^{O \times I} \quad \text{(Conv Layer)}, \\ \text{tile}(\phi_i) \odot g_i, & \phi_i \in \mathbb{R}^O \quad \text{(FC Layer)}, \end{cases} \]
where \( \odot \) is the element-wise product between matrices of the same shape. The soft mask \( \phi_i \) proposes to carry out adaptive optimization through calibrating gradient descent of parameters on each layer of transformation function. Similarly, calibration for the convolutional layers and fully connected layers is specified to work at per-channel-level and per-feature-level, respectively.

By applying the backward optimization calibration on backward propagation path, the gradient descent rule at the \( i \)-th layer can be formulated as follows,
\[ \theta_i \leftarrow \theta_i - \alpha \cdot \tilde{g}_i, \quad \text{s.t.} \quad \tilde{g}_i = \Omega_{\phi_i}(g_i) \]
where \( \alpha > 0 \) is the learning rate, \( g_i \) and \( \tilde{g}_i \) are denoted as the gradients before and after applying gradient calibration, respectively. The calibrator parameters in gradient parameter calibration module are initialized with binary value \( 1 \) at the beginning of training. Specifically, the probability of each \( \phi_i \) being \( 1 \) is parameterized based on \( \phi_i \sim \sigma(m_i) = B \left( \frac{\exp(m_i)}{\sum_i \exp(m_i)} \right) \) where \( B \) denotes the Bernoulli sampling. We can approximately differentiate the Bernoulli sampling of activation via the Gumbel-Softmax estimator [16]:
\[ \phi_i \leftarrow \left( \frac{\exp(m_i + \mu_i)}{\sum_i \exp(m_i + \mu_i)} \right), \quad g_i \sim \text{Gumbel}(0, 1), \quad (4) \]
where \( \tau > 0 \) is a temperature hyperparameter. This reparameterization allows us to backpropagate through binary activation directly. At the limit of \( \tau \to 0 \), Eq. (4) follows the behavior of one-hot vector. Each logit determines whether to activate the gate of a filter or not. The final output is obtained by blocking the original gradient with the activation. We illustrate an example case of applying backward calibration operation on a convolutional layer in Figure 2.

**Discussion:** Without losing generalization, backward optimization calibration could be applied for any convolutional layers of interest. Given a network with any depth of layers, backward calibration enables the adaptive update on each layer of neural network. The candidate choices for each layer include the freeze and adapt. The freeze choice (i.e., \( \phi_i \to 0 \)) will freeze the parameters and prevent the gradient change of the weights, while the adapt choice (i.e., \( \phi_i > 0 \)) will scale the parameter change.

### 5. Bi-level Learning Framework

We formulate the meta-learning procedure to train the calibrated model under an interleaved optimization scheme [10], with the parameters from the base model and those from the calibration module being optimized by their respective update rules. As shown in Algorithm 1, there are two loops:

**Outer Loop:** \( (\theta^*, \phi^*, \lambda^*) = \arg \min_\theta \mathcal{L}(\theta, \phi, \lambda, \mathcal{D}^t) \)

**Inner Loop:** s.t. \( \hat{\theta}_t = \arg \min_{\theta} \mathcal{L}(\theta, \phi_t, \lambda_t, \mathcal{D}^t) \)

(5)

where \( (\phi^*, \lambda^*) \) denote the optimal calibrator parameters given the task-specific base parameter \( \theta^* \). In the interleaved optimization, base model \( \theta \) is used to initialize the learner for any new tasks, \( \phi \) and \( \lambda \) are two calibration parameters that operate on the forward inference and backward optimization, respectively. At the inner loop, the base model is learned on the training data \( \mathcal{D}^t \) to fine-tune a task-specific parameter \( \theta_t \). At the outer loop, we leverage \( \hat{\theta}_t \) to optimize the calibrator and base model via employing the loss function on test data \( \mathcal{D}^t \) in order to generalize well over multiple tasks. In both loops of optimization, \( \mathcal{L}(\cdot) \) denotes the cross-entropy loss for image classification problem.

Optimizing the objective (5) involves explicit optimization of both model parameters and calibration parameters, which are task-agnostic. The learning process is explicitly taken into consideration in two distinct aspects of neuron operations: forward inference and backward optimization. The former aims to achieve the adaptive inference by calibrating feature map from each layer of transformation, while the latter proposes to carry out the adaptive optimization by scaling gradient descent on each layer of model parameter. During the interleaved optimization process, we fix the \( \Phi, \lambda \) and then take gradient with regard to \( \theta \) as follows:
\[ \hat{\theta}_t \leftarrow \theta - \alpha_{\text{in}} \cdot \nabla_{\theta} \mathcal{L}(\theta, \phi_t, \lambda_t, \mathcal{D}^t) \]

After that, we continue to optimize the calibrator and base model when the inference takes place with the intermediate parameters.
model parameters,
\[
\phi_{t+1} \leftarrow \phi_t - \alpha_{\text{in}} \cdot \nabla_{\phi} L_t(\phi_t, \lambda_t, D_t^{(c)})
\]
\[
\lambda_{t+1} \leftarrow \lambda_t - \alpha_{\text{out}} \cdot \nabla_{\lambda} L_t(\phi_t, \lambda_t, D_t^{(c)})
\]
\[
\theta_{t+1} \leftarrow \theta_t - \alpha_{\text{out}} \cdot \nabla_{\theta} L_t(\phi_t, \lambda_t, D_t^{(c)})
\]
where \(\alpha_{\text{in}}\) and \(\alpha_{\text{out}}\) are learning rates for the inner loop update and outer loop update, respectively. By employing the calibrated parameterization of the neural network-based model and optimizing it with the interleaved learning scheme, our method could potentially improve the generalization capability in the few-shot learning problem with greater effectiveness than many conventional approaches. We present the detailed algorithm in Algorithm 1.

6. Experiments

We evaluate the proposed algorithm in terms of few-shot classification accuracy and model robustness. Below we describe the datasets and detailed settings, followed by a comparison to state-of-the-art methods and ablation study.

6.1. Datasets and Setting

The proposed method is evaluated on three datasets:

- **FC100** dataset [28], derived from CIFAR-100 [18], includes 100 classes of images with 600 images for each class. These classes are randomly partitioned into 60 classes for meta-training, 20 classes for meta-validation, and 20 classes for meta-testing.

- **Mini-Imagenet** dataset [41] is a subset of data sampled from the Imagenet [6]. It includes 100 classes with 600 examples for each class. All image examples are cropped to 84 \times 84 pixels and the whole dataset is randomly split into 64 training classes, 16 validation classes and 20 test classes.

- **Omniglot** is a character recognition dataset [20]. It spans 1623 characters from 50 different alphabets with 20 images for each class. Following the setting in [34], 1200 characters for training and the remain ones for testing, and augment the dataset by randomly rotating multiple times 90 degrees.

**Architecture**: Motivated by the related work [8, 38], we utilize two feature extractors: Conv-4 (4-layer CNNs) and ResNet-12, and both extractors exploit a FC-layer for the last layer’s output. For Conv-4, the network structure, objective function and learning strategies follow the setting of MAML [8]; for ResNet-12, the learning setting and objective function follow the setting of MTL [38]. We show the model capacity in terms of trainable parameter sizes for different models in Table 1. The results demonstrate that our proposed calibration approach leads to moderate increases in parameter size compared to its corresponding backbone models for all the architectures. The parameter increase is approximately 10\% \sim 11\% for the CNN-based models, and specifically that for the last FC-layer is much more smaller, i.e., much less than 1\%.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Backbone # Params</th>
<th>FBM # Params</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv-4 (Omniglot)</td>
<td>119,429</td>
<td>132,042</td>
<td>10.56%</td>
</tr>
<tr>
<td>Conv-4 (ImageNet)</td>
<td>32,645</td>
<td>35,946</td>
<td>10.11%</td>
</tr>
<tr>
<td>ResNet-12 (ImageNet)</td>
<td>7,994,565</td>
<td>8,866,501</td>
<td>10.91%</td>
</tr>
<tr>
<td>ResNet-12 (FC100)</td>
<td>7,994,565</td>
<td>8,866,501</td>
<td>10.91%</td>
</tr>
</tbody>
</table>

Table 1. Light-weight model complexity w.r.t. parameter size for various network architectures. FBM results in moderate parameter increase over its backbone architectures in all testified datasets.

We utilize meta-training and meta-validation data to learn meta learner, and exploit meta-testing data to evaluate its performance. In N-way K-shot setting, we first randomly sample \(N\) classes from the training classes, and then randomly sample \(K\) instances for each class to build a task. Therefore, each iteration of meta-train uses \(NK\) labeled instances to do the classification. We tune the learning rate from \(\{10^{-5}, 10^{-4}, \ldots, 10^{-2}\}\) for both the inner loop \(\alpha_{\text{in}}\) and outer loop \(\alpha_{\text{out}}\). Meanwhile, the inner update step is set to be \(\{10, 15, 20\}\) on all datasets. All training and evaluation experiments are performed using TITAN X GPUs. The whole learning process takes around 1 GPU day.

6.2. Comparison Results

The experimental results on Omniglot are shown in Table 2, where the proposed technique achieves state-of-the-art performance. Specifically, FBM outperforms most of baselines on all evaluation metrics, which validates the efficiency of the proposed adaptive learning algorithm. In particular, FBM achieves a better performance than its backbone MAML with calibrated transformation function (e.g., 99.76\% vs. 98.70\%, and 96.45\% vs. 95.8\% in 5-way and 20-way 1-shot setting), which demonstrate that the proposed neuron calibration can improve model generalization in few-shot learning scenario.

The experimental results on MiniImagenet and FC100 are shown in Table 3 and Table 4, respectively. We deploy FBM on two state-of-the-art backbones, i.e., MAML and MTL. The results show that FBM outperforms original backbones on all benchmark datasets, achieving the new state-of-the-art performance on FC100 (i.e., 44.8\% and 57.0\% on the setting of 5-way 1-shot and 5-shot) and Omniglot (i.e., 99.76\% and 99.93\% on 5-way 1-shot and 5-shot). In specific, the FBM improves MTL by a large margin on FC100 (e.g., 44.8\% vs 43.7\% on 5-way 1-shot, 57.0\% vs 55.4% on 5-way 5-shot). For MiniImagenet, FBM obtains a better or comparable accuracy to the baselines on same feature extractor (e.g., 61.38\% vs 59.74\% and 57.48\% with ALFA and MTL on ResNet-12).

In this paper, we aim to design an effective optimization-based meta-learning technique. From the comparison result,
### Table 2. Results on Omniglot data set on 5-way and 20-way with 1-shot and 5-shot accuracy (%).

<table>
<thead>
<tr>
<th>Models</th>
<th>Backbone</th>
<th>5-way 1-shot (%)</th>
<th>5-way 5-shot (%)</th>
<th>20-way 1-shot (%)</th>
<th>20-way 5-shot (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Match Networks [41]</td>
<td>Conv-4</td>
<td>43.56 ± 0.84</td>
<td>55.31 ± 0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meta-LSTM [32]</td>
<td>Conv-4</td>
<td>43.44 ± 0.77</td>
<td>60.60 ± 0.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mAP-SSVM [40]</td>
<td>Conv-4</td>
<td>50.32 ± 0.80</td>
<td>63.94 ± 0.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>REPTILE [27]</td>
<td>Conv-4</td>
<td>49.70 ± 1.83</td>
<td>65.91 ± 0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FLATIPUS [9]</td>
<td>Conv-4</td>
<td>50.13 ± 1.86</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hier-MAML [12]</td>
<td>Conv-4</td>
<td>49.40 ± 1.83</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meta-SGD [25]*</td>
<td>Conv-4</td>
<td>49.10 ± 1.87</td>
<td>64.05 ± 0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAML [8]</td>
<td>Conv-4</td>
<td>48.70 ± 1.84</td>
<td>63.11 ± 0.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBM + MAML (Ours)</td>
<td>Conv-4</td>
<td>50.62 ± 1.79</td>
<td>64.78 ± 0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mAP-SSVM [40]</td>
<td>ResNet-12</td>
<td>55.71 ± 0.99</td>
<td>68.86 ± 0.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L2F [3]+</td>
<td>ResNet-12</td>
<td>57.48 ± 0.49</td>
<td>74.68 ± 0.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TADAM [28]</td>
<td>ResNet-12</td>
<td>58.50 ± 0.30</td>
<td>76.70 ± 0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALFA [2]</td>
<td>ResNet-12</td>
<td>59.74 ± 0.49</td>
<td>77.96 ± 0.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MTL [38]</td>
<td>ResNet-12</td>
<td>60.20 ± 1.80</td>
<td>74.30 ± 0.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FBM + MTL (Ours)</td>
<td>ResNet-12</td>
<td>61.41 ± 1.87</td>
<td>76.11 ± 0.92</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Results on MiniImageNet data set on 5-way 1-shot and 5-shot accuracy (%). "*" denotes re-run results on the same training/test split used in our setting. "+" and "|" indicate the MiniImageNet result from [2] and [44], respectively.

FBM outperforms gradient-based techniques significantly in both Conv-4 and ResNet-12 backbones. In addition, we conduct the running-time comparison on two benchmark datasets. The results in Table 5 show that FBM+MAML actually runs slightly more time than MAML on two datasets. Nonetheless, additional time overhead could be compensated for the performance improved by FBM.

### 6.3. Ablation Study

#### Controlling the Depth of Calibration

We start with analyzing the effectiveness of the calibration on different layers of neural network. We conduct the ablation study experiment with ResNet-12 and evaluate the model on MiniImageNet and FC100. Specifically, we froze the calibrator in specific layers of backbone and disabled their scaling functions, e.g., $\theta_{[1,2,3]}$ denotes that the calibrators from the layer 1 to layer 3 are frozen. The results in Table 6 show that the more layers with neuron calibration, the better performance the model achieves, which demonstrates the effectiveness of neuron calibration, the better performance the model achieves, which demonstrates the effectiveness of neuron models.
Table 6. Accuracy comparison with respect to the layers of adaptor on MiniImagenet and FC100 in the setting of 5-way 1-shot.

<table>
<thead>
<tr>
<th></th>
<th>MTL</th>
<th>FBM + MTL</th>
</tr>
</thead>
<tbody>
<tr>
<td>θ_{[1,2,3,4]}</td>
<td>θ_{[1,2,3]}</td>
<td>θ_{[1,2]}</td>
</tr>
<tr>
<td>MiniImageNet</td>
<td>60.2</td>
<td>60.4</td>
</tr>
<tr>
<td>FC100</td>
<td>43.7</td>
<td>44.2</td>
</tr>
</tbody>
</table>

Table 7. Ablation study results on exploring calibration module in the few-shot learning. Based on this observation, we apply the neuron calibration to all layers of neural network in the following empirical experiment.

**Effect of Calibration Components:** We conduct ablation study to explore the impact of forward calibration module and backward calibration module, separately. Specifically, we evaluate the model equipped with either forward calibration (i.e., FM + MTL) or backward calibration (i.e., BM + MTL) and present the result in Table 7. We observe that equipped with forward inference calibration, the performance is apparently better than the original model where the update rule is essentially identical to the baselines except their difference in model inference architecture. In contrast, the model with backward calibration that updates partial parameters following the original proposed inference architecture results in the accuracy scores that are close to original model. Overall, the results demonstrate that calibrating on latent feature and model parameter is a promising direction.

Table 7. Ablation study results on exploring calibration module properties on MiniImagenet and FC100 in the setting of 5-way 1-shot.

<table>
<thead>
<tr>
<th></th>
<th>MTL</th>
<th>FM+MTL</th>
<th>BM+MTL</th>
<th>FBM+MTL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MiniImageNet</td>
<td>60.2</td>
<td>61.1</td>
<td>60.5</td>
<td>61.4</td>
</tr>
<tr>
<td>FC100</td>
<td>43.7</td>
<td>44.5</td>
<td>44.0</td>
<td>44.8</td>
</tr>
</tbody>
</table>

**Effect of Inner-Loop Step:** We make analysis on the fast adaptation capability of our method by varying the number of inner update steps. Specifically, we measure the model performance when trained for a specified number of inner-loop steps and report the results in Table 8. Regardless of the number of steps, the calibrated model consistently outperforms the original model that performs fast adaptation with various inner update steps.

**Effect of Activation Sparseness:** In the Gumbel-softmax estimator, the hyperparameter τ determines the sparseness of activation. When τ → 0, the Gumbel-softmax computation smoothly approaches the operator arg max, and the activation φ approaches one-hot; when τ → ∞, the Gumbel-softmax distribution becomes identical to the categorical input distribution m. Specifically, we study the impact of activation sparseness and set τ to be {0.1, 0.5, 1, 5, 10}, and run the algorithm under each value of τ. We show the comparison result in Figure 3.

Figure 3. Ablation study on activation sparseness

We observe that the calibrated model maintains a better or comparable performance under various values of τ. We also observe that the performance on Omniglot has a slight drop with τ increased. The reason is that the calibrator with an increased τ allows the learner to update more model parameters. This may cause over-fitting in few-shot learning and harm the model generalization. The performance shows that the sparse activation on the neural structure is able to enhance the generalization with greater effectiveness.

7. Conclusion

This paper shows that the proposed framework trained with forward-backward meta optimization achieves promising performance for tackling few-shot learning problems. The calibration operation on the DNN neurons proves highly efficient for adapting the new task’s learning experience. The superiority is mainly achieved in the extreme one-shot cases on three challenging benchmarks. In terms of learning schemes, the calibration learning shows consistently good performance in baseline comparison and ablation study. On the more challenging benchmark, it leads to being incredibly helpful for boosting generalization capability. This design is light-weighted and can be applied to various CNN-based model architectures. Moreover, the calibration formulation is task-agnostic and could be generalized well whenever the task’s complexity could be to evaluate.
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