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Abstract

Audio video scene-aware dialog (AVSD) is a new but
more challenging visual question answering (VQA) task be-
cause of the higher complexity of feature extraction and fu-
sion brought by the additional modalities. Although recent
methods have achieved early success in improving feature
extraction technique for AVSD, the technique of feature fu-
sion still needs further investigation. In this paper, inspired
by the success of self-attention mechanism and the impor-
tance of understanding questions for VQA answering, we
propose a question-guided self-attentive multi-modal fusion
network (QUALIFIER) to improve the AVSD practice in the
stage of feature fusion and answer generation. Specifi-
cally, after extracting features and learning a comprehen-
sive feature for each modality, we first use the designed
self-attentive multi-modal fusion (SMF) module to aggre-
gate each feature with the correlated information learned
from others. Later, by prioritizing the question feature, we
concatenate it with each fused feature to guide the gener-
ation of a natural language response to the question. As
for experimental results, QUALIFIER shows better perfor-
mance than other baseline methods in the large-scale AVSD
dataset named DSTC7. Additionally, the human evaluation
and ablation study results also demonstrate the effective-
ness of our network architecture.

1. Introduction

The development of intelligent agents has attracted in-
creasing interests in the academia and the industry recently.

* indicates corresponding author.
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Figure 1. Framework of the proposed method. It has three mod-
ules for AVSD including Feature Extractor, Feature Fusion and
Answer Generator. The details of each module are designed with
two principles: prioritizing the role of question feature and fusing
content features for better fused feature.

The key to realizing intelligent agents lies in empower-
ing machines to observe different scenes, understand hu-
man dialogs and generate reasonable responses. Such a
perspective has shifted the focus of computer vision com-
munity from traditional visual question answering (VQA)
[4, 5, 8, 18] tasks to more advanced ones, such as the au-
dio visual scene-aware dialog (AVSD) [3, 16] task, which
requires the designed agent to generate a natural language
response to a question after observing a short video and lis-
tening to the corresponding audio with the prior knowledge
provided by data collectors from their dialog history. With
such abilities, compared to previous VQA tasks in images,
the designed agents in AVSD are more close to the ideal in-
telligent agents that humans dream about. However, in the
AVSD task it is challenging to design better mechanisms
in understanding the temporal developments of scenes and
conversions as well as fusing inputs of different modalities
like audio and video simultaneously.

To solve this challenge, existing methods [16, 20, 36]
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first concatenate features of different modalities together
and then generate a natural language response. When ex-
tracting the features of each modality, they also use atten-
tion mechanisms [32]. However, they ignore the signifi-
cance of the question input in this task: in the practice of
incorporating different features together, they treat the ques-
tion feature as the same as other features and fuse them to-
gether to get a new one. Nonetheless, since the aim of the
task is generating a reasonable response to the asked ques-
tion, the fusion of features and answer generation should
center on the question. With the observations mentioned
before, we need to design a new multi-modal fusion mech-
anism and prioritize the role of VQA question in the AVSD
task.

In this paper, we propose an effective solution by de-
signing a question-guided self-attentive multi-modal fusion
network (QUALIFIER for short) for the AVSD task, with
an emphasis on the role of question features in answer gen-
eration after the self-attentive multi-modal fusion. In par-
ticular, we divide the processing of multi-modal inputs into
three stages, as shown in Figure 1. Firstly, we handle the
temporal characteristics of video, audio and dialog sepa-
rately in order to get a comprehensive representation for
each modality by the feature extractor. After that, we use
the designed self-attentive [30] multi-modal fusion (SMF)
module to fuse the comprehensive representations of video,
audio and dialog. Finally, given the mutually fused features,
we can generate natural language responses in the answer
generator module with the guidance of the question feature.

More specifically, the improvement of the designed
QUALIFIER model for the AVSD task comes from the hi-
erarchies of dealing with multi-modal data. In order to
generate a more reasonable response, the designed agent
should have a good understanding both on what happens
in observed scenes and ongoing conversations, which are
the “contents”, and the question that it is required to an-
swer. If the question is not handled separately from content
features, it is likely that the question will be disregarded
somehow because it is not synchronous with the contents
when models mainly focus on contents in fusion. Thus, by
fusing the content features first and separating the question
feature later, the proposed method reshapes the role of ques-
tion feature as the guide of response generation and retains
the details of contents at the same time.

To summarize, our contributions are listed as follows:

• We propose a question-guided mechanism for gener-
ating a natural language response to questions in the
AVSD task. By prioritizing the role of questions, the
proposed method avoids the conflicts of finding out
important details in content features and generating
question-related responses, which is helpful for the im-
provement of the AVSD task.

• In order to learn good representations for multi-modal
features, we design a self-attentive multi-modal fusion
module for the feature fusion. It ensures finding highly
related features between representations of different
modalities and aggregating the salient ones. In this
way, we can attain more semantically correlated fused
features.

• We conduct our experiments on a widely-used AVSD
dataset, i.e. the challenging DSTC7 dataset. The com-
parison results and ablation studies both show the ef-
fectiveness of the proposed method.

2. Related Work

2.1. VQA and AVSD

VQA is a task of generating a natural language response
to a question based on the given visual input, which includes
images or videos. The early works are grounded in image
question answering. The common frameworks they use in-
clude image encoders, question encoders, multi-modal fu-
sion modules and answer generators. With the advancement
of deep learning, they mostly use convolutional neural net-
works (CNNs) such as faster R-CNN [26] for image feature
extractions and recurrent neural networks (RNNs) like long
short-term memory [15] for question feature extraction and
answer generation. As for multi-modal fusion module, sim-
ple operations like concatenations, summations and multi-
plication are preferable. When it comes to video question
answering, more complicated CNNs like C3D [29] and I3D
[9] are needed to process the video temporality.

We refer to image question answering [4, 5, 8, 18] and
video question answering [12, 21, 35] tasks as traditional
VQAs. As for AVSD, it is a newer form of VQA pro-
posed by Alamri et al. [3]. Similar to VQA agents, an
AVSD agent normally includes content and question en-
coders, multi-modal fusion module and response generator.
The difference is that not only does AVSD need to handle
an additional audio modality, but it also requires the under-
standing of dialog information. Let us take the used dataset
DSTC7 as an example to illustrate the challenges, which
uses the videos of Charades as benchmark videos with a
dialog history collected by the collectors themselves. Com-
pared to existing image question answering datasets such as
VQA [5] and VQA-CP [2], the objects occur in DSTC7 are
not static but dynamical, and DSTC7 has a multi-turn dia-
log, so it is much harder to be dealt with than existing image
question answering datasets. And compared to the setting
of multiple choice answering in video question answering
datasets like MovieQA [28] and TVQA [21], DSTC7 re-
quires the agents to generate answers to questions them-
selves, which is more realistic but far more challenging.

249



2.2. Deep Audio-Visual Learning

Tasks related to audio-visual learning have received great
attention from the deep learning community because of the
superior performance that DNNs have in both audio and
visual modalities, and the multi-modal fusion mechanism
is the keys to audio-visual learning. For example, [23]
uses early-fusion and self-supervision to improve the audio-
visual feature learning, and [1] uses attention mecha-
nisms to aggregate these two types of features. The coher-
ence of audio-visual signals is also important for the tasks
such as Audio-Visual Source Separation and Localization,
and [33, 34, 11] provide successful solutions for these prob-
lems by introducing new fusion mechanisms, e.g., the self-
attention fusion for audio and video input in [11]. AVSD is
also a task relevant to deep audio-visual learning. Existing
work such as [16, 20, 36] also adopts the attention mecha-
nism for feature fusion, but they may ignore the importance
of question input. As for the proposed work, it fuses fea-
tures with self-attention and prioritizes the question input
and uses it to guide the answer generation.

3. Method

In this section, we would like to introduce the notations
of the task and then detail the design of QUALIFIER.

3.1. Basic Notations and Problem Setting

In AVSD task, the inputs that we are given include video
V , audio A, dialog history H and question qt, and the de-
signed agents are required to generate a response to the
question based on the inputs. Specifically, the input video
V is divided into m segments, which is represented by
V = [v1, ..., vm], where vi is the feature of the i-th seg-
ment. Similarly, the audio A is divided into n segments,
and A is represented by [a1, ..., an], where aj is the fea-
ture of the j-th segment of the audio. (Note that m may
not equal to n.) We are also given a dialog H of data col-
lects with t − 1 turns of question and answer pair, which
is H = [(q1, a1), ..., (qt−1, at−1)], where qk and ak is the
question and answer in the k-th turn, respectively. Given a
question qt in the t-th turn, we need to generate an answer
ât by,

ât = G(V,A,H, qt), (1)

where G is the designed agent. The goal of this task is gen-
erating an ât that is similar to the ground truth at.

The generator G used in this paper is the proposed
QUALIFIER. Given the training data, it learns to repre-
sent the temporal dynamics for each modality, fuse them
together with SMF, and generate answer with a question
guide. In the following paragraphs, we would like to dis-
cuss the setting of AVSD, and then introduce how QUALI-
FIER processes the multi-modal information by the follow-

ing feature extractors, self-attentive multi-modal feature fu-
sion (SMF) module and question-guided answer generator.

3.2. Feature Extractors

The first challenge for the AVSD task is how to exploit
the temporal structure of each modality to learn representa-
tive features. In the proposed QUALIFIER model, we adopt
attention mechanism for video V and audio A while using
long short-term memory (LSTM) [15] network to encode
the textual inputs including dialog history H and question
qt.

Video. Recent years have witnessed the improvement
in video feature extractions. For the video segments
[v1, ..., vm], we would like to use the state-of-the-art video
recognition architecture I3D [9] network to extract the fea-
ture of each segment. Given the video input V , for frame
segments [v1, ..., vm], we have features

fv
1 , ..., f

v
m = I3D(v1, ..., vm), (2)

where fv
i ∈ Rdv is the feature extracted from segment vi.

To prepare for the fusion of all inputs later, we need to
learn comprehensive features for all modalities. Inspired
by the recent success that attention mechanism [30, 32]
has achieved in temporal-data-related tasks, we use the fol-
lowing attention mechanism to aggregate temporal feature
[fv

1 , ..., f
v
m]. First, we adopt a 2-layer feedforward network

(FFN) to learn an attention score from each feature fv
i ,

αi = FFN(fv
i ). (3)

After obtaining αi for each feature fv
i , we need to nor-

malize the attention scores to attention weights in the range
of [0, 1] by softmax function, which is

ai =
exp(αi)∑m
j=1 exp(αj)

. (4)

With the attention weights that we have, we finally get
the representation for the whole video V by the weighted
sum

fV =

m∑
i=1

ai · fv
i . (5)

Recalling that in video classification task there is a com-
mon practical skill using both video frames and optical
flows [10] to obtain a better motion representation of video,
we also utilize the optical flow features [o1, ..., om] ex-
tracted from [v1, ..., vm] for better feature learning. Like-
wise, given the optical flow features, we use I3D network
as the feature extractor,

fo
1 , .., f

o
m = I3D(o1, .., om), (6)

where fo
i ∈ Rdo is the feature extracted from optical flow

segment oi.
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Figure 2. Framework of the proposed method. We first extract the features from all modalities and aggregate them by either temporal
attention or LSTM to get the comprehensive features. Then the content features are fused by the SMF module to learn the correlation
between one another. Finally, the question feature feature is used as the guide for generating answer.

Similarly, we can get a comprehensive representation fO
for optical flow when the same process from 3 to 5 is con-
ducted in optical flow inputs [fo

1 , .., f
o
m].

Audio. Audio is in the form of 2-dimensional temporal
signal. With the n audio segments [a1, ..., an], their features
are extracted by the VGGish [14] network, i.e.

fa
1 , ..., f

a
n = VGGish(a1, ..., an), (7)

where fa
i ∈ Rda is the feature extracted from audio segment

ai by VGGish.
Similar to Equations from 3 to 5, we can also get the

comprehensive representation fA for audio inputs by an-
other weighted sum fA =

∑n
i=1 bi · fa

i , where bi is the
normalized attention weight for the i-th attention score βi

learned from fa
i .

Dialog History and Question. During the collection
of data, one of the data collectors sees the whole video
and then use their understanding about the video to answer
the questions raised by another data collector who has only
watched the first, middle and final frames of the video. For
this dialog history input H of data collectors, we use hier-
archical LSTMs (HLSTM) to extract the features. For i-th
turn of dialog in H , which has both question qi and answer
ai, we concatenate them together and put the pair (qi, ai)
into the bottom LSTM for feature learning, and then the last
hidden states of all question-answer pairs are used as the in-
put of the top LSTM in HLSTM for final feature learning.

Thus, for dialog history H , we have features

fH = HLSTM((q1, a1), ..., (qt−1, at−1)), (8)

where fH ∈ Rdh is the feature of the whole dialog derived
from the last hidden state output by the top LSTM in the
hierarchical LSTMs.

As for the question qt, it is processed by a 2-layer LSTM,
i.e. LSTMq, and we get its feature fq by

fq = LSTMq(qt), (9)

where fq ∈ Rdh is the last hidden state output by LSTM.

3.3. Self-attentive Multi-modal Feature Fusion

After obtaining the features of content modalities, the
next step is to fuse them together so as to use the com-
plementary information between different modalities to get
better representations. This step is necessary because the
related information between the different modalities are
helpful for generation: by fusing different modalities to-
gether, the designed agent can learn to find out the salient
information that appears in different modalities and further
strengthen their representations. Previous works [17] have
explored the fusion mechanisms such as early fusion, late
fusion and slow fusion. In this work, we utilize the self-
attention [30] mechanism to fuse the comprehensive multi-
modal inputs. Notably, we do not fuse question feature fq
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in our SMF module because we would like to prioritize fq
and use it to guide the answer generation process. Thus,
the inputs of SMF include comprehensive features of video
segment fV , optical flow fO, audio fA, and dialog history
fH .

In the SMF module, we design a one-layer multi-headed
self-attention mechanism, which has η head. For the j-
th head, the multi-modal features {fV , fO, fA, fH} are all
mapped into a common space Rd and packed into a matrix
M ∈ Rd×4. Then we multiply M by projection matrices
WQ

j ∈ Rd/η×d, WK
j ∈ Rd/η×d and WV

j ∈ Rd/η×d to gen-
erate queries Qj ∈ Rd/η×4, keys Kj ∈ Rd/η×4 and values
vectors Vj ∈ Rd/η×4 as follows,

Qj = WQ
j M,Kj = WK

j M,Vj = WV
j M. (10)

By the utilization of self-attention mechanism, we aggre-
gate each comprehensive feature with the correlated content
information learned from other modalities,

headj = softmax(
QjK

T
j√

d/η
Vj), (11)

where headj ∈ Rd/η×4 is the updated features with corre-
lation information.

Later, we concatenate the η heads together and project
the concatenated feature back to the original feature space,

O = Wo · (head1||...||headη), (12)

where || is concatenation operation and Wo ∈ Rd×d is the
transformation matrix. Next, we put O into a dropout [27]
layer, a layer normalization [6] layer and add the output to
the original input with a residual connection [13],

Mr = M + dropout(norm(O)), (13)

where dropout(·) is the dropout layer and norm(·) is the
normalization layer. Finally, we put Mr into a 2-layer feed-
forward network to get the final output:

Mω = W2(ReLU(W1Mr + b1)) + b2, (14)

where W1, W2, b1, b2 are the parameters of the feedfor-
ward network. The output Mω = [fV

ω , fO
ω , fA

ω , fH
ω ] are the

fused features aggregated with the correlated information
between different modalities.

3.4. Question-Guided Answer Generator

If the designed agent wants to generate a natural re-
sponse to the question, not only does it need to understand
the scenes from different modalities, but it is also required
to well apprehend the question and correctly use the infor-
mation it gets from different modalities to answer the ques-
tion. So we argue that the question feature fq should be

separated from the content features and used as a guide of
generating the answer to the question. Thus, in the SMF
module, we do not include fq as input because we think
that question feature should be the guide of answer gen-
eration instead of multi-modal feature fusion. Now with
the output [fV

ω , fO
ω , fA

ω , fH
ω ] from the SMF module, we de-

scribe the process of using the question feature fq to guide
the generation of answer as follows.

Since qt is the key to question answering, we should re-
tain the details of question feature fq for generation. There-
fore, we concatenate fq with fV

ω , fO
ω , fA

ω , fH
ω , and we get a

question guided fused feature,

cqω = fV
ω ||fO

ω ||fA
ω ||fH

ω ||fq, (15)

where cqω is referred as to the context vector for answer gen-
eration.

With the question-guided feature cqω , we now use it to
generate the answer ât to the question qt. In this step,
we use a 2-layer LSTM (LSTMde) to generate the answer.
Specifically, given the previous generated word yi−1 and
hidden state hi−1, we generate the hidden state of the i-th
word in the answer by

hi = LSTMde(wi−1||cqω, hi−1), (16)

where wi−1 ∈ Rde is the embedding of the word yi−1. A
softmax function is then used to output the probability dis-
tribution of the next word yi over the words in the dictio-
nary,

P (yi|w1, ..., wi−1) = softmax(Wdehi + bde), (17)

where Wde and bde are parameters of the mapping function.
The initial input y0 is set to ⟨SOS⟩, which is a special char-
acter denoting the start of the sentence. Suppose the answer
generation stops in step s, we can have our answer orga-
nized in ât = [y1, ..., ys], where yi is the word with highest
probability in step i.

4. Experiments

In this section, we will first discuss the dataset and ex-
perimental settings. Then we will show the experimental
results of the proposed model. Finally, we will give some
human evaluation and analysis results of our method.

Training Validation Test

Number of Videos 7,659 1,787 1,710
Number of Turns 153,180 35,740 13,490
Number of Words 1,450,754 339,006 110,252

Table 1. Statistics of DSTC7.
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Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr

Baseline [16] 0.256 0.161 0.109 0.078 0.113 0.277 0.727
GuidedLDA-all [20] 0.272 0.173 0.118 0.085 0.119 0.293 0.793

LSTM+AF [36] 0.276 0.176 0.119 0.084 0.117 0.293 0.766
QUALIFIER 0.276 0.177 0.121 0.086 0.119 0.294 0.789

Table 2. Comparison results on DSTC7.

4.1. Experimental Setup

Our experiment is conducted on the DSTC7 dataset,
which is the widely used large-scale dataset for the task
of AVSD. The video contents in DSTC7 are provided by
the Charades dataset, and the dialog contents in DSTC7 are
collected from a questioner and an answerer during the data
collection process. The statistics on the DSTC7 dataset are
shown in Table 1.

Baselines. The baselines we use for comparison are as
follows.

• Baseline [16]. The Baseline method for DSTC7 is
introduced in [16] when DSTC7 is released. After ex-
tracting the features of video, audio, dialog history and
question, the baseline method concatenates them to-
gether as the context feature to generate the natural
language response.

• GuidedLDA-all [20]. GuidedLDA-all explores how
the topic information of different scenes and the atten-
tion mechanism can improve the performance of an-
swer generation. It uses a GuidedLDA to model the
topic information and adds an attention module in the
decoder to generate better response.

• LSTM+AF [36]. The main technique that LSTM+AF
uses is employing a LSTM in the multi-modal encoder
module and the attention mechanism for multi-modal
fusion.

Implementation Details. Our method is implemented
in PyTorch [25] framework in an NVIDIA Tesla P100 GPU
and Intel Xeon E5-2680 CPUs. The number of training
epochs is 15, and the mini-batch size is 64. The parame-
ters are trained by Adam [19]. The I3D feature sizes dv
and do for video frames and optical flows are both 512, and
the VGGish feature size da for audio is 64. The hidden
state sizes dh of history dialog and question embeddings are
both 128, and the embedding size de of each word in sen-
tence generation is 100. For SMF, the output feature sizes
of the keys, values and queries all are 128, the number of
self-attention heads is 8, the dropout rate is 0.1, and we use
layer normalization [6] as the normalization layer.

Evaluation Metrics. The results of sentence generation
are evaluated by four types of metrics: BLEU [24], ME-

TEOR [7], ROUGE-L [22] and CIDEr [31]. BLEU is re-
lated to the precision and recall, and it is calculated by a
modified n-gram precision and best match length, respec-
tively. METEOR is a metric similar to BLEU, but it im-
proves BLEU using a weighted F-score to calculate preci-
sion and recall and a penalty function to correct the scores
with human judgement. ROUGE-L uses the longest com-
mon subsequence to calculate the precision and recall, and
its final score is an F-score based on the calculated preci-
sion and recall. CIDEr also accounts both recall and pre-
cision using the average of scores from the varying length
n-grams, which is computed by the average cosine similar-
ity between the candidate sentence and the reference sen-
tences. The higher these scores are, the better performance
the designed agent has.

4.2. Performance Evaluation

In this part, we first compare the performance of our
model with baseline methods, and then we use an ablation
study to evaluate the reasonableness of the model design.

Comparison with baselines. The comparison results
with the baselines are illustrated in Table 2. Compared
with other methods, our method has the best performance
in BLEU, METEOR and ROUGE-L, and it has the second
best performance in CIDEr with a minor gap between the
first one. These methods only use attention mechanisms in
the stage of feature extraction, but in the stage of feature
fusion and answer generation, they basically treat the ques-
tion feature and content features equally and use mere con-
catenation for fusion when they generate answers. One of
the important differences between these methods and ours
is that our method emphasizes the role that the question fea-
ture plays in generating the answer and uses it to guide the
answer generation. Another difference is that we use a mod-
ified multi-headed self-attention to fuse the features. From
these results, we can conclude that our method has a more
reasonable fusion mechanism for multi-modal inputs.

Human evaluation and analysis. Although the im-
provements that our model has are not huge on the quantita-
tive metrics, we need to note that they may not well reflect
whether generated answers are natural to human beings.
Meanwhile, we also find that a manual evaluation on the
generated answers is necessary because the DSTC7 dataset
contains quite a few annotation noise, some of which are
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ID Description

41
Question: is it a male or female ?
Reference Answer: hi this is an easy task send me 10 ques and we are done in about 5 mins ... the person is male
Analysis: The referenced answer mistakenly includes some annotation instructions.

99
Question: - 1
Reference Answer: yes , the woman walks on and the man keeps drinking .
Analysis: The question is missing in this test sample.

118
Question: what color is the bag ?
Reference Answer: the bag is a clear plastic bag .
Analysis: The referenced answer does not provide the information of color, which is not what the question want.

Table 3. Annotation examples in test set and analysis.

listed in Table 3. Considering that the used metrics are not
able to show the naturalness of answers and the test set has
some noisy reference questions and answers, it is necessary
to manually evaluate the quality of the generated sentences.

Thus, we need to manually compare the quality of gen-
erated answers, and we have shown some examples in Fig-
ure 3. From the comparison between the Baseline method
and the proposed method, we can see that our self-attention-
based fusion module SMF and question-guided generator
are helpful for the response generation. For one thing, SMF
allows the generated answers to describe the actions and
objects with higher accuracy. To specify, our answer accu-
rately depicts the action of not walking around in test sam-
ple 138 (Figure 3(a)), expresses the state of “no emotion” by
using the word “neutral” in test example 139 (Figure 3(b)),
and describes the action of not finishing eating the apple in
test sample in example 155 (Figure 3(c)). For another, the
question-guided generator also helps the proposed method
generate answers that are highly related to questions. Take
test sample 138 and test sample 139 as examples. Unlike
the Baseline method which sometimes makes the mistake of
using wrong pronouns, our method avoids doing it by using
the question as the guide of generating answers. Further-
more, in the test sample 106 (Figure 3(d)), our answer reit-
erates the action of “looking at” by using the question fea-
ture as answer generation guide while the Baseline method
uses an ambiguous word “doing” to answer the question.
Thus, our method can learn to use important objects and
subjects for answer generation, which is helpful for getting
a more semantic answer.

Ablation study. Finally, after manually checking the
quality of generated response, we need to break down
our model into modules and see the performance improve-
ment brought by each of them. We firstly use the features
of video, audio, dialog and question and utilize Baseline
method to fuse them together for answer generation. The
results are shown in the first row of Table 4 which are used
as a benchmark for the ablation study.

The first question that we aim to investigate is how much
performance improvement SMF can bring to our method.
Thus, with the features fV

ω , fO
ω , fA

ω , fH
ω , fq , we use the sim-

Question: does he walk around in the video ?
REF: he does not walk around .
Baseline: no , the video ends with her sitting 
on the floor .
Ours: no , he is in the room the whole time . 

(a) Test sample 138

Question: does he seem happy or sad in the video ?
REF: he seems to have no emotion at all .
Baseline: she looks very giddy .
Ours: no , he is pretty neutral in the video . 

(b) Test sample 139

Question: does he finish eating the apple ?
REF: he is still eating the apple when he walks away .
Baseline: no , the video ends with him still looking at
the camera at the end of the video . 
Ours: no , he does not finish it . 

(c) Test sample 155

Question: why does she look out the window ?
REF: you can 't see anything out the window so i
'm not sure .
Baseline: i don 't know what she is doing .
Ours: i can 't tell what she is looking at .

(d) Test sample 106

Figure 3. Visualization examples of manually comparisons be-
tween Baseline method and ours.
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Input Fusion BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr

fV
ω , fO

ω , fA
ω , fH

ω , fq Baseline method 0.271 0.173 0.117 0.083 0.117 0.291 0.761
fV
ω , fO

ω , fA
ω , fH

ω , fq Concatenation 0.279 0.175 0.118 0.083 0.117 0.290 0.732
fV
ω , fO

ω , fA
ω , fH

ω SMF (1 layer) 0.206 0.119 0.076 0.051 0.087 0.217 0.434
fV
ω , fO

ω , fA
ω , fH

ω , fq SMF (3 layer) 0.271 0.174 0.119 0.085 0.118 0.292 0.778
fV
ω , fO

ω , fA
ω , fH

ω , fq SMF (1 layer) 0.276 0.177 0.121 0.086 0.119 0.294 0.789
Table 4. Ablation study results on DSTC7.

ple concatenation and the designed SMF to fuse them re-
spectively. The results are shown in the second and the fi-
nal row in Table 4. From the results, we can see that SMF
outperforms concatenation in all metrics except BLEU-1.
In the metric of CIDEr especially, we can see the SMF
achieves a far more satisfying result than concatenation.
These results show that SMF is a more effective fusion
method than concatenation and the the fusion method used
in the Baseline method as well.

The next question that we want to investigate is how im-
portant the question guide is for answer generation. Thus,
we try to remove fq for answer generation and use the con-
tent features and SMF only. The results are shown in the
third row of Table 4. From the results, we can see that the
performance decreases sharply once the question guide qt is
removed. The comparison just demonstrates that we should
attach great importance to the question feature.

Finally, we also explore the number of layers in SMF,
and we try to increase the self-attention layer number of
SMF to 3 in order to see if it will bring performance im-
provement. However, as the results in the fourth row show,
the performance evaluated by each metric drops a little bit.
Thus, the number of self-attention layer in SMF should be
set to 1.

5. Conclusions

In this paper, we propose a novel network named QUAL-
IFIER to improve the feature fusion and answer generation
technique for the Audio Video Scene-Aware Dialog prob-
lem in order to generate more semantically natural answers
for questions. By separating question feature and other con-
tent features, we first use a self-attention-based multi-modal
fusion module called SMF to extract the relevant informa-
tion between content features of different modalities and use
it for feature aggregations. In the answer generation stage,
we utilize the prioritized question feature as an important
guide and concatenate it with the fused features as the con-
tent feature for answer generator. From the experiments on
the benchmark dataset DSTC7, we find our treatments of
these two aspects are helpful for improving the generated
responses with higher performance measured by commonly
used metrics as well as more natural semantics judged by
human evaluation.
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