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Abstract

In many real-world tasks, a canonical “big data” problem is created by combining data from several individual groups or domains. Because test data will likely come from a new group of data, we want to utilize the grouped structure of our training data to enforce generalization between groups of data, not just individual samples. This can be viewed as a multiple-domain generalization problem. Specifically, the goal is to encourage generalization between previously seen labeled source data from multiple domains and unlabeled target domain data. To address this challenge, we introduce Domain-Specific Filter Group (DSFG), where each training domain has a unique filter group and each test data point is predicted by a weighted sum over the outputs of different domain filters. A separate neural network learns to estimate the appropriate filter group weights through a meta-learning strategy. Empirically, experiments on three benchmark datasets demonstrate improved performance compared to current state-of-the-art approaches.

1. Introduction

When machine learning algorithms are deployed in the real world, new data often come from a different distribution than the training data. This challenge has motivated development of unsupervised domain adaptation methods \([34, 12]\) that make use of unlabeled test data to learn procedures that generalize well to new data. Unfortunately, in many cases real test data (new real-world data) are difficult to collect beforehand. Instead, it is desirable for a model to address potential distribution gaps automatically during test time. For instance, consider a clinical situation in which longitudinal data are considered and we desire to either predict events or labels (e.g., a seizure from collected brain activity). Only a small collection of subjects may have expert-labeled data, while the model should be applicable across a wide range of participants or patients. Future individuals will not exactly match the training cohort, which may have many sources of differences (many physiological signals could potentially be used as forensics tools because they are fairly unique between individuals \([33]\)). This data structure has many labeled examples but only a few individuals, and can be thought of as “little big data.” Our methods should take advantage of the large sample size while still being cognizant of the fact that the number of observed groups is small.

In contrast to unsupervised domain adaptation, our framework considers each group of samples in the training data as a unique source domain and assumes that no test data or target domain information is available during training. In the literature, this situation is called unsupervised domain generalization \([2, 45]\). Unsupervised domain generalization is more feasible in practice for a distributed or deployed system, so the domain generalization framework mimics our motivating situation.

A popular approach to addressing the varying distributions of the source domains is to learn a domain-invariant latent feature space, meaning that the latent feature distribution is similar for all training domains. For example, this can be done by slightly modifying the popular Domain-Adversarial Neural Network (DANN) \([13]\) to operate on multiple source domains. Unfortunately, there is no guarantee that the features of the target samples will fall into this shared representation, and often they do not. A visualization of this issue is shown in Figure 1(a), where the target (light green) falls outside of the shared latent space of three training domains (pink, purple and dark green). This means that test samples appear in a novel part of the feature space, hindering generalization. Furthermore, domain-specific and domain-invariant features are often entangled together \([19]\) and a failure to keep both sources of information harms performance.

Our approach to this challenge is to allow each source domain to have both shared and unique properties, while explicitly training the model to encourage domain generalization. At test time, newly collected data are automatically processed by a weighted combination of a shared feature extractor and source feature extractors. Rather than complete domain invariance, a new sample only needs to be similar to one source domain. This idea is visualized in Figure 1(b),
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where the training domains are allowed to have distinct feature distributions, and the target (light green) is represented by a superposition of the training domains. To actualize this intuition, two problems need to be solved: (i) retaining both domain-invariant and domain-specific information while (ii) combining different source domains to adapt to unseen targets.

We propose the Domain Specific Filter Groups (DSFG) approach to address these problems. It has three major components: (i) we allow for domain differences by giving each source domain unique and shared filter groups; (ii) a weight generator estimates similarity between a new sample and source training domains, allowing DSFG to share strength only between similar domains; and (iii) we train with both in-domain and cross-domain stages, mimicking the test process during training.

The in-domain training learns filters that perform well on the existing domains, whereas the cross-domain training emphasizes learning how to generalize to new samples by mimicking the test procedure. The weight generator is learned in the cross-domain training to heavily weight similar domains by a meta-learning approach, allowing the network to utilize the most relevant information. The model parameters are fixed after training and can be deployed on low-powered machines (e.g., distributed or mobile systems), a major consideration for practical use. Empirically, DSFG improves performance on multiple benchmarks in comparison with state-of-the-art models.

2. Related Work

Unsupervised Domain Adaptation. The developments in unsupervised domain adaptation are highly related to domain generalization. This setup typically focuses on adapting a single source domain to predict well on an unlabeled target domain [34, 12, 44, 9, 13]. Multiple source [32, 49, 27] and multiple target [48, 14] extensions have been proposed. Several extensions have been proposed to address specific issues, including partial label matching [4] and target label shift [39, 28]. In all of these setups, the data are projected to a shared latent space with a shared classifier. The underlying assumption is that the target sample is closely and equally related to all source domains, with slight relaxations such as the weighted similarity of Li et al. [27]. However, in our data types, this assumption does not appear to be true in practice (e.g., the example in Figure 1), and it is well-known that adding uncorrelated domains in this framework will harm performance [32].

Incremental Learning. Incremental learning adds and learns new categories to existing models by selectively adapting the parameters from learned categories [40, 38, 42]. This can be achieved by (i) sharing weights of the learned model [42], (ii) adding regularization terms to the new category weights [40], and (iii) using landmarks from each known category to help the newly added task [38]. DSFG has some algorithmic similarities to these, but does not learn on new data and gives predictions in real time.

Channel attention and filter groups. Multiple works have proposed attention maps for adaptive feature refinement [17, 47], including stochastically assigning group filters in
CNN architectures such that task-specific and shared features are encoded with task-specific and shared kernels in convolutional filters [3]. Our weight generator shares some similarities to these ideas, but is its own distinct process.

**Domain Generalization and Meta Learning.** Domain generalization algorithms try to learn domain-invariant prediction schemes [36]. Data augmentation has been used to modify training samples to make them hard to classify while preserving the label and domain categories [45, 41]. Meta-learning has been used to learn a domain-generalization regularization term [2, 29]. Episodic training has been considered for domain generalization, which includes several learning stages to enhance generalization [26, 11]. Many of these models require test time updates [23]. [8] gives a method to “compute” the model’s generalization ability. Finally, self-supervision has been used to extract generalized features [5, 46]. We consider this branch of literature most similar to DSFG, and we compare to many of these approaches in our experiments.

Meta-learning, or learning to learn, is typically thought of as learning the learning update rules for neural models [1, 37], but has been used in few-shot learning [30]. Many domain generalization algorithms relate to meta-learning or ensemble learning, in that the model parameters are adjusted at test time [20, 31]. DSFG uses meta-learning during training to enhance generalization, but is not used at test time.

### 3. Methods

The training set contains $S$ source domains, where each domain $s$ has samples $\{x_i, y_i, d_i = s\}_{i=1,...,N_s}$; $x_i$ is the raw data input, $y_i \in \{1,...,L\}$ is the label, and $d_i \in \{1,...,S\}$ indicates the source domain index. For a test sample, we simply have the raw data input $x$. Note that $x_s$ is not available during training. Suppose $x_s$ is sampled from an unknown target distribution $p(x)$, which can be identical to one of the sources or a totally new domain. The goal is to train a generalized model, which can be applied to the unseen target without further updates.

The model framework of DSFG is visualized in Figure 2, which is built upon a convolutional neural network (CNN) with a specifically designed CNN filter structure (F-Conv), which is fully defined in Section 3.1. The newly proposed F-Conv layer contains a shared filter group as well as $S$ domain-specific filter groups. As the names indicate, these filter groups learn shared and specific features, respectively, which we exploit to enhance the domain generalization. A filter weight generator $G(\cdot; \theta_G)$ is proposed to assign filter weights uniquely for each data example (green block in Figure 2), which is fully defined in Section 3.3. The output features of the F-Conv (Filter Convolution) layer are a weighted combination of different filter groups. An F-Conv layer can be used as a substitution of the standard 2d-convolutional layer, and as many F-Conv layers as desired can be used.

The first layer’s extracted features are given by a weighted combination of different filter groups. An F-Conv layer can be used as a substitution of the standard 2d-convolutional layer, and as many F-Conv layers as desired can be used. In the rest of the paper, we discuss the case for which only the first convolutional layer is substituted by the F-Conv layer. Afterwards, the adapted features are input into the remaining shared network layers $f(\cdot; \theta_Y)$ to predict the output. For simplicity, we denote $\theta_Y$ as the parameters used in all shared layers after the F-Conv layer.

#### 3.1. F-Conv Layer

A key component of DSFG is the F-Conv layer, which has both shared and domain-specific filter groups. The shared filter group learns common representations, denoted $F_0 = \{F_{01}, \ldots, F_{0K_0}\}$. Each filter is a standard convolutional filter and is represented as a 4d-cube with dimensions corresponding to the number of input channels, number of output channels, kernel height, and kernel width; $K_0$ is the total number of the shared filters. The domain-specific filters are $F_s = \{F_{s1}, \ldots, F_{sK_s}\}$ for each domain $s \in \{1,...,S\}$. Similarly, $K_s$ is the number of domain-specific filters for $D_s$. In practice we set $K_0 = K_1 = \cdots = K_S$. Figure 2 visualizes the filter assignment at one F-Conv layer in the dashed red box.

While these domain-specific filter groups are focused on their own domains, they should be useful for some of the other domains as well. Given a data sample $x$, at test time these filter groups will be combined based upon their similarity with $x$. This is done by calculating a domain similarity matrix $W^x \in (0, 1)^{(S+1) \times K}$ with column index 0 corresponding to shared filter and column indices $1, \cdots, S$ corresponding to the source domains. The superscript $x$ denotes that the weights are sample-specific. Each column in $W$ is normalized so that the total weight on each feature is equal to 1. A large value of $W^x_{sk}$ indicates that the sample $x$ is ‘close’ to the $k$th feature of $D_s$, and the filter $F_{sk}$ is up-weighted. The generated weight $W^x_{sk}$ is then applied to the convolved feature $F_{sk} \ast x$ (‘*’ is the convolution operation). The first layer’s extracted features are given by a weighted
superposition of the filter group outputs, with each feature map \( h_k \) given by

\[
h_k = \sum_{s=0}^{S} W^x_{sk} (F^s_k \ast x),
\]

(1)

These first-layer feature maps are then input to the next layer. Equation (1) could be viewed as a type of channel attention [47]. The mathematical setup discussed here has focused on 2d convolution to match our experiments, but the same idea can be applied in the context of dense layers or N-d CNNs.

We introduced F-conv only for the first layer, which matches our experimental setup. One can use as many layers of F-conv as desired, as visualized in Supplemental Figure 6. However, since the feature divergence between domains decreases as layer depth increases [35], it is more efficient to substitute shallow layers with F-conv.

There are several considerations for how to effectively learn these filters and weights. We describe our training procedure in Section 3.2 and then the weight generator in Section 3.3.

3.2. In-domain and Cross-domain Training

The goal guiding the training process is to perform well on an unseen test sample without further model parameter updates. This first requires that the shared and domain-specific filter groups perform well on the known source samples. Furthermore, the weight generator (see (3)) should assign filter weights for each data point to enhance generalization. We use in-domain and cross-domain training processes to encourage these properties.

For the in-domain training stage, as illustrated in Figure 3(a), data in domain \( s \) only uses the shared filters \( F_0 \) and its domain-specific filters \( F_s \). The filter weights \( W^x \) are set as constants, where the entries for the shared weights and the domain \( s \) weights are set to 0.5 and the others are zero. The loss function is given as

\[
\mathcal{L}_{\text{InDomain}} = \sum_s \sum_{x \in \mathcal{D}_s} \text{CE} \left( f(\sum_{s=0}^{S} W^x_{sk} (F^s_k \ast x); \theta_Y), y \right),
\]

(2)

where \( \hat{y} = f(\cdot; \theta_Y) \) are the shared layers including feature extraction and prediction network, parameterized by \( \theta_Y \). CE is cross entropy loss. The notation \( |K| \) represents the 3-d tensor stacking of all feature maps. In this stage the network is trained to achieve good predictions for each training domain domain, which is a prerequisite prior for domain generalization.

We introduce cross-domain training to simulate the test process. During the cross-domain training step (Figure 2), we optimize the classification loss using a weighted combination of all available filter banks. We first calculate filter weights,

\[
W^x = G(x; \theta_G).
\]

(3)

Figure 3: Illustration of the training process. Figure 3(a) illustrates the in-domain training process. Figure 3(b) illustrates the weight generator updates. The blue solid arrow indicates the gradient flow of the one-step gradient descent update in (8) and (9). The blue dotted arrow indicates the one-step gradient descent update does not update weight generator parameters \( \theta_G \). The red arrow gives the gradient flow when updating the weight generator. The superscript + indicates the one-step gradient update used in the meta-update.

The loss in the cross-domain training is given as

\[
\mathcal{L}_{\text{CrossDomain}} = \sum_s \sum_{x \in \mathcal{D}_s} \text{CE} \left( f(\sum_{s=0}^{S} W^x_{sk} (F^s_k \ast x); \theta_Y), y \right).
\]

(4)

Note that the cross-domain weights include a weight on the input data’s source domain filters (self-similarity). One could explicitly exclude that; however, we do not know the domain of the test sample and thus do not want to exclude self-similarity. For a given data sample, we expect that the weight generator assigns the majority of weights to the sample’s original domain with the remaining weight given to its similar neighbors. This requires the weight generator to accurately calculate weights for each filter group. The gradients from (4) are used to update the \( \theta_Y \) and \( \{F_0, \ldots, F_S\} \) in a standard fashion, but will be used in a unique way for the updates on the weight generator network introduced in the follow section.

3.3. Weight Generator Updates

A good filter weight generator is expected to provide the similarity between a new data point and each of the source domain filters. In DSFG, the weight generator is structured with one convolutional layer followed by one dense layer, with a softmax output over each output \( k \), to produce the normalized weights. Meta-learning is used to learn effective parameters \( \theta_G \). This meta-learning gradient strategy is able
to (i) encourage high accuracy from the in-domain loss in (2) and cross-domain loss in (4), and (ii) discover domain similarity. Figure 3(b) visualizes the forward and backward passes of this step.

We first introduce the prior loss, which helps the filter weight generator to discover self-similarity (e.g., samples from domain $D_s$ should have large weight on filter group $F_s$). Specifically, we add a prior domain classification loss to encourage self-similarity. This can be written as

$$L_{\text{prior}} = - \sum_s \sum_{x \in D_s} \sum_k \log W_{sk}^x.$$  \hfill (5)

However, (5) alone will cause the filter weight generator to collapse to a specific filter group. We mitigate this problem by introducing an entropy loss that ensures the generated filter weight will not be too sparse,

$$L_{\text{entropy}} = \sum_s \bar{W}_s^x \log \left( \bar{W}_s^x \right),$$  \hfill (6)

where $\bar{W}_s^x = \sum_k W_{sk}^x$ is the averaged mean of filter weight for filter group $s$. This allows individual samples to have sparse weights, but not a domain as a whole.

These loss terms are combined together as a regularization term for the filter generator:

$$L_{\text{G-reg}} = L_{\text{CrossDomain}} + \alpha L_{\text{prior}} + \beta L_{\text{entropy}},$$  \hfill (7)

where $\alpha$ and $\beta$ are non-negative hyper-parameters, and $L_{\text{CrossDomain}}$ is the cross-domain loss from (4). Only $\theta_G$ in the cross-domain loss will be updated in this step. In Figure 3(b), the prior loss and the entropy loss are not visualized.

Update: This step is visualized as the red arrow in Figure 3(b). We leverage a meta-learning update scheme to give accurate filter weights and encourage high label classification accuracy. This step bridges the in-domain and cross-domain training losses in the gradient space (Figure 3(b)). We first compute the one-step gradient descent update in the filter groups and classifier parameters,

$$F^+ = F - \delta \frac{\partial{L_{\text{CrossDomain}}}}{\partial F},$$  \hfill (8)

$$\theta_Y^+ = \theta_Y - \delta \frac{\partial{L_{\text{CrossDomain}}}}{\partial \theta_Y},$$  \hfill (9)

where $\delta$ is the step size unique to this step. Note that $F^+$ and $\theta_Y^+$ are both functions of $\theta_G$. These temporary variables will be used to update $\theta_G$ and then are discarded. This gradient back-propagation is indicated as the blue solid arrow in Figure 3(b).

The parameter update for the filter weight generator uses the in-domain loss based on the temporary parameters and the regularization term in (7),

$$\theta_G \leftarrow \theta_G - \lambda \frac{\partial{L_{\text{InDomain}}(F^+, \theta_Y^+, \theta_G)}}{\partial \theta_G} + \frac{\partial{L_{\text{G-reg}}(F, \theta_Y, \theta_G)}}{\partial \theta_G}.$$  \hfill (10)

**Algorithm 1** DSFG Training Algorithm

**Input:** Training Data $\{x_i, y_i, d_i\}_{i=1}^N$.

**Output:** Model parameters $\theta_Y, \theta_G, F_s, s \in \{0, \cdots, S\}$.

```
Initialize network parameters
for iter = 1 to iter_{max} do
    \\ \\ \ // In-domain Training
    for s = 1 to S do
        Sample mini-batch from domain $D_s$.
        Update filter group weights $\{F_0, F_s\}$ and shared weights $\theta_Y$ using in-domain loss $L_{\text{InDomain}}$ (see (2)).
    end for
    Sample a mini-batch with equal number of samples from each domain.
    \\ \\ \ // Cross-domain Training
    Compute the outputs of weight generator using (3).
    Update all filter groups and $\theta_Y$ using $L_{\text{CrossDomain}}$ (see (4)).
    \\ \\ \ // Update Weight Generator
    Compute the one-step gradient descent update of $F^+$ and $\theta_Y^+$ (see (8) and (9)).
    Evaluate the in-domain training loss $L_{\text{InDomain}}$ (see (2)) with $F^+$ and $\theta_Y^+$.
    Update the weight generator $\theta_G$ with (10).
end for
```

**Algorithm 2** DSFG Test Time Algorithm

```
Compute the output of weight generator $W^x = G(x; \theta_G)$ (see (3)).
Compute the adapted feature by (1).
Output the label prediction using the adapted feature and the shared classifier.
```

Here, $L_{\text{InDomain}}(F^+, \theta_Y^+, \theta_G)$ evaluates the in-domain prediction quality at the one-step ahead gradient; $\lambda$ represents the learning rate, and we set $\lambda = \frac{1}{N} \delta$. Equation (10) helps modify $\theta_G$ so that high classification accuracy on the in-domain training is maintained while reducing the cross-domain error. Without this update, the in-domain error tends to suffer as the cross-domain error decreases.

**3.4. Algorithm Outline**

During training, each filter group is expected to perform high-quality prediction and generalize well on unseen testing samples. Algorithm 1 gives the pseudo-code for the full training process. We use pretrained parameters when available for initialization. For F-conv, the pretrained weights are replicated over the $S + 1$ groups of filters.

Inference on a new target sample requires only a single forward pass, which is computationally efficient, as given in Algorithm 2.
4. Experiments

DSFG is evaluated on three benchmark datasets for domain generalization: digit datasets, VLCS [43] and PACS [24]. We consider different multi-layer CNN feature extractors, including AlexNet [21], ResNet18 and ResNet50 [16]. DSFG’s filter group mechanism is only applied on the first CNN layer. The model selection for DSFG is performed by averaging cross-domain classification accuracy on a validation set sampled within source domains. This mimics the well-known nested cross-validation scheme in statistics [22]. To provide a fair comparison, all baseline models have the same feature extractor and classifier structure, unless otherwise noted.

We implemented our framework with the PyTorch library on one NVIDIA TITAN 1080Ti GPU. Our model is optimized with the SGD optimizer, and the model is trained for 100 epochs. The learning rate was set as 0.001 and decreased by a factor of 10 after 50 epochs.

**Comparison Approaches:** We choose several recent domain generalization works for comparison: DANN [13], CROSSGRAD [41], and DATA AUGMEN [45]. We then considered the episodic training scheme of Fpi-FCR [26], as well as the self-supervised approaches of JiGen [5] and EISNet [46], and the meta-learning approaches of MetaReg [2] and MASF [11]. We also considered DMG [7] in which domain-specific masks are learned to leverage domain-specific features. Finally, RSC [18] proposes a training scheme in which the dominant features activated are discarded during training. Here, we compare with reproduced results instead of the reported, ones to ensure that we share the same experimental conditions and model selection method, which is essential for fair comparisons [15].

**Ablation Study:** We explore comparisons to DSFG with some components missing to elucidate the key contributions. First, in Baseline, the feature extractor is fine-tuned on all source domain data without further modifications. Next, since the proposed filter group mechanism involves more parameters, we include a baseline model named Baseline with F-Conv, in which multiple filter groups are involved, but only trained with in-domain loss defined in (2). The filter weight generator is replaced with an average over all filter groups at test time. Next, DSFG (no meta) denotes the model where we update weight generator parameters \( \theta_G \) by optimizing only the regularization loss in (7) and exclude the meta-learning update.

**4.1. Digit Datasets**

We consider four digit datasets: MNIST, MNIST-M, SVHN and Synthetic numbers (SYN NUM). MNIST is grayscale hand-written digits from zero to nine. MNIST-M is constructed from MNIST by adding colored backgrounds [13]. SVHN is a color image street number dataset. SYN NUM is generated from Windows fonts to mimic the patterns of the SVHN dataset [13]. The feature extractor in this experiment is configured as a three-layer convolutional neural network with ReLU activation functions. The classifier is a fully connected layer. Through cross-validation search, the hyper-parameters \( \alpha \) and \( \beta \) are set as 50 and 0.002. Results are shown in Table 1. The target domain used for each test is shown in the top row, and the other domains are used for training. We use the same feature extractor architecture in all models we train for a direct and fair comparison. The proposed method has strong improvements compared to baselines and competing methods. In our ablation analysis, the largest improvement came from the weight generator added in DSFG (no meta), but including the meta-learning step led to further improvements in all cases.

Many of the cited works typically used a much more complex feature extractor structure. To address this, we also include results from previous works [25, 6]; however, they did not include the results when synthetic numbers were included as a domain. Our baseline result outperforms their results by a large margin. From these results, we can also see that learning a shared latent space harms the performance under several tests (e.g., DANN is worse than baseline).

**Filter weight visualization:** We visualize the averaged generated filter weights \( W^* \) in Figure 4. We average all target domain samples across all filter groups to get an averaged target-to-source weight score. Although MNIST-M is composed of color images, it is still matched to MNIST (grey scale). This is expected because MNIST-M is generated based upon images in MNIST. Furthermore, SVHN and SYN NUM are more similar as they mimic similar scenarios. These results support the conclusion that the weight generator is discovering real relationships.
<table>
<thead>
<tr>
<th>Backbone</th>
<th>MNIST</th>
<th>MNISTM</th>
<th>SVHN</th>
<th>SYN NUM</th>
<th>Avg ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLDG [25]</td>
<td>3-layer CNN</td>
<td>99.1</td>
<td>61.2</td>
<td>69.7</td>
<td>N/A</td>
</tr>
<tr>
<td>ADAGE [6]</td>
<td>3-layer CNN</td>
<td>99.1</td>
<td>66.3</td>
<td>76.4</td>
<td>N/A</td>
</tr>
<tr>
<td>Baseline*</td>
<td>3-layer CNN</td>
<td>99.0</td>
<td>82.5</td>
<td>85.6</td>
<td>94.4</td>
</tr>
<tr>
<td>Baseline with F-Conv*</td>
<td>3-layer CNN</td>
<td>99.0</td>
<td>82.5</td>
<td>85.4</td>
<td>94.6</td>
</tr>
<tr>
<td>DANN* [13]</td>
<td>3-layer CNN</td>
<td>99.0</td>
<td>81.7</td>
<td>84.5</td>
<td>94.2</td>
</tr>
<tr>
<td>CROSSGRAD* [41]</td>
<td>3-layer CNN</td>
<td>99.0</td>
<td>84.2</td>
<td>85.8</td>
<td>93.8</td>
</tr>
<tr>
<td>DATA AUGMEN* [45]</td>
<td>3-layer CNN</td>
<td>98.8</td>
<td>80.6</td>
<td>85.2</td>
<td>93.3</td>
</tr>
<tr>
<td>MASF* [11]</td>
<td>3-layer CNN</td>
<td>98.8</td>
<td>81.2</td>
<td>85.2</td>
<td>93.0</td>
</tr>
<tr>
<td>DSFG (no meta)*</td>
<td>3-layer CNN</td>
<td>98.8</td>
<td>82.5</td>
<td>85.6</td>
<td>94.9</td>
</tr>
<tr>
<td>DSFG (full)*</td>
<td>3-layer CNN</td>
<td>98.9</td>
<td>85.7</td>
<td>86.0</td>
<td>95.4</td>
</tr>
</tbody>
</table>

Table 1: Accuracy on digit image classification. All methods are implemented with 3-layer CNN backbone. Methods with a * are our implementation with the same feature extractor structure. Other results are reported from the cited work. In each category, the best results are shown in bold.

<table>
<thead>
<tr>
<th>VLCS</th>
<th>Backbone</th>
<th>Caltech</th>
<th>Labelme</th>
<th>Pascal</th>
<th>Sun</th>
<th>Avg ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline [5]</td>
<td>AlexNet</td>
<td>96.25</td>
<td>59.72</td>
<td>70.58</td>
<td>64.51</td>
<td>72.76</td>
</tr>
<tr>
<td>Baseline with F-Conv</td>
<td>AlexNet</td>
<td>98.11</td>
<td>59.60</td>
<td>66.34</td>
<td>61.83</td>
<td>71.47</td>
</tr>
<tr>
<td>Epi-FCR [26]</td>
<td>AlexNet</td>
<td>94.10</td>
<td>64.30</td>
<td>67.10</td>
<td>65.90</td>
<td>72.90</td>
</tr>
<tr>
<td>JiGen [5]</td>
<td>AlexNet</td>
<td>96.93</td>
<td>64.90</td>
<td>69.14</td>
<td>67.64</td>
<td>73.19</td>
</tr>
<tr>
<td>MASF [11]</td>
<td>AlexNet</td>
<td>94.78</td>
<td>64.90</td>
<td>69.14</td>
<td>67.64</td>
<td>73.19</td>
</tr>
<tr>
<td>EISNet [46]</td>
<td>AlexNet</td>
<td>97.33</td>
<td>63.49</td>
<td>69.83</td>
<td>68.02</td>
<td>74.67</td>
</tr>
<tr>
<td>DSFG (no meta)</td>
<td>AlexNet</td>
<td>98.03</td>
<td>60.49</td>
<td>69.83</td>
<td>64.57</td>
<td>73.23</td>
</tr>
<tr>
<td>DSFG (full)</td>
<td>AlexNet</td>
<td>98.58</td>
<td>63.61</td>
<td>70.68</td>
<td>67.09</td>
<td>74.99</td>
</tr>
</tbody>
</table>

Table 2: Results on multi-source domain generalization on VLCS [43] dataset. All methods are implemented with AlexNet [21]. In each category, the best results are shown in bold.

<table>
<thead>
<tr>
<th>PACS</th>
<th>Backbone</th>
<th>artpaint</th>
<th>cartoon</th>
<th>sketch</th>
<th>photo</th>
<th>Avg ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline [5]</td>
<td>ResNet18</td>
<td>78.96</td>
<td>73.93</td>
<td>70.59</td>
<td>96.28</td>
<td>79.94</td>
</tr>
<tr>
<td>Baseline with F-Conv</td>
<td>ResNet18</td>
<td>79.69</td>
<td>74.74</td>
<td>73.71</td>
<td>96.59</td>
<td>81.18</td>
</tr>
<tr>
<td>MASF [11]</td>
<td>ResNet18</td>
<td>80.29</td>
<td>77.17</td>
<td>71.69</td>
<td>94.99</td>
<td>81.03</td>
</tr>
<tr>
<td>Epi-FCR [26]</td>
<td>ResNet18</td>
<td>82.10</td>
<td>77.00</td>
<td>73.00</td>
<td>93.90</td>
<td>81.50</td>
</tr>
<tr>
<td>JiGen [5]</td>
<td>ResNet18</td>
<td>79.42</td>
<td>75.25</td>
<td>71.35</td>
<td>96.03</td>
<td>80.51</td>
</tr>
<tr>
<td>MetaReg [2]</td>
<td>ResNet18</td>
<td>83.70</td>
<td>77.20</td>
<td>70.30</td>
<td>95.50</td>
<td>81.70</td>
</tr>
<tr>
<td>EISNet [46]</td>
<td>ResNet18</td>
<td>81.89</td>
<td>76.44</td>
<td>74.33</td>
<td>95.93</td>
<td>82.15</td>
</tr>
<tr>
<td>DMG [7]</td>
<td>ResNet18</td>
<td>76.90</td>
<td>80.38</td>
<td>75.21</td>
<td>93.35</td>
<td>81.46</td>
</tr>
<tr>
<td>RSC [18] (reported)</td>
<td>ResNet18</td>
<td>83.43</td>
<td>80.31</td>
<td>80.85</td>
<td>95.99</td>
<td>85.15</td>
</tr>
<tr>
<td>RSC [18] (reproduced)</td>
<td>ResNet18</td>
<td>78.9</td>
<td>76.88</td>
<td>76.81</td>
<td>94.10</td>
<td>81.67</td>
</tr>
<tr>
<td>DSFG (no meta)</td>
<td>ResNet18</td>
<td>81.69</td>
<td>75.51</td>
<td>75.49</td>
<td>95.57</td>
<td>82.07</td>
</tr>
<tr>
<td>DSFG (Ours)</td>
<td>ResNet18</td>
<td>83.89</td>
<td>76.45</td>
<td>78.26</td>
<td>95.09</td>
<td>83.42</td>
</tr>
<tr>
<td>Baseline [5]</td>
<td>ResNet50</td>
<td>86.20</td>
<td>78.70</td>
<td>70.63</td>
<td>97.66</td>
<td>83.29</td>
</tr>
<tr>
<td>Baseline (multi)</td>
<td>ResNet50</td>
<td>83.69</td>
<td>76.37</td>
<td>78.6</td>
<td>96.53</td>
<td>83.79</td>
</tr>
<tr>
<td>MASF [11]</td>
<td>ResNet50</td>
<td>82.89</td>
<td>80.49</td>
<td>72.29</td>
<td>95.01</td>
<td>82.67</td>
</tr>
<tr>
<td>MetaReg [2]</td>
<td>ResNet50</td>
<td>87.20</td>
<td>79.20</td>
<td>70.30</td>
<td>97.60</td>
<td>83.60</td>
</tr>
<tr>
<td>EISNet [46]</td>
<td>ResNet50</td>
<td>86.64</td>
<td>81.53</td>
<td>78.07</td>
<td>97.11</td>
<td>85.84</td>
</tr>
<tr>
<td>DMG [7]</td>
<td>ResNet50</td>
<td>82.57</td>
<td>78.11</td>
<td>78.32</td>
<td>94.49</td>
<td>83.37</td>
</tr>
<tr>
<td>RSC [18] (reported)</td>
<td>ResNet50</td>
<td>87.89</td>
<td>82.16</td>
<td>83.35</td>
<td>97.92</td>
<td>87.83</td>
</tr>
<tr>
<td>RSC [18] (reproduced)</td>
<td>ResNet50</td>
<td>81.38</td>
<td>80.14</td>
<td>82.31</td>
<td>93.72</td>
<td>84.38</td>
</tr>
<tr>
<td>DSFG (no meta)</td>
<td>ResNet50</td>
<td>85.84</td>
<td>79.35</td>
<td>80.05</td>
<td>96.43</td>
<td>85.42</td>
</tr>
<tr>
<td>DSFG (full)</td>
<td>ResNet50</td>
<td>87.30</td>
<td>80.93</td>
<td>83.43</td>
<td>96.59</td>
<td>87.06</td>
</tr>
</tbody>
</table>

Table 3: Results on multi-source domain generalization on PACS [24] dataset. The top session reports the results for ResNet18 [16] backbone and the bottom session shows the results for ResNet50 backbone. In each category, the best results are marked in bold. To this end, we consider RSC [18] reproduced results instead of the reported ones.
Table 4: Hyperparameter study on the impact of $\alpha$ and $\beta$ on average classification accuracy for multi-source domain generalization on PACS [24] dataset. All methods are implemented with ResNet18 [16] backbone.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>Avg $\uparrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0.002</td>
<td><strong>83.42</strong></td>
</tr>
<tr>
<td>60</td>
<td>0.0005</td>
<td>83.20</td>
</tr>
<tr>
<td>60</td>
<td>0.008</td>
<td>82.75</td>
</tr>
<tr>
<td>40</td>
<td>0.002</td>
<td>82.58</td>
</tr>
<tr>
<td>80</td>
<td>0.002</td>
<td>82.51</td>
</tr>
</tbody>
</table>

4.2. VLCS Dataset

VLCS [43] is a classic benchmark for domain generalization, which contains five object classes (bird, car, chair, dog and person) from four domains (PASCAL VOC2007(V), LabelMe(L), Caltech(C) and SUN09(S)). Each dataset is viewed as one domain. We followed the experimental setting from [5] and [46] to train and evaluate our model. The feature extractor structure is AlexNet [21] pretrained on ImageNet [10]. Through cross validation search, the hyperparameters $\alpha = 100$ and $\beta = 0.0005$. Table 2 shows the results comparing DSFG with several domain generalization works in the literature. Our method achieves consistent improvement over state-of-the-art models, suggesting that our method can improve domain generalization. We see the same trends over the ablation models as before, with the meta-learning step again providing improvements.

4.3. PACS Dataset

PACS [24] includes seven object categories (dog, elephant, giraffe, guitar, horse, house, person) in four domains (Photo, Art Paintings, Cartoon and Sketches). We followed the existing experimental protocol [24, 5, 46] and did a leave-one-domain-out test. The domain shifts in PACS are larger than in the previous experiments. The feature extractor was set as ResNet18 and ResNet50 [16], pretrained on ImageNet [10], and the hyperparameters are set as $\alpha = 60$ and $\beta = 0.002$. Table 3 shows the results of all the competing methods with the ResNet18 and ResNet50 networks. We reproduced RSC [18] using the open-source implementation\(^1\) published by the authors with the default configuration. Our method achieves better or comparable performance compared to state-of-the-art models on all of the domains. This suggests that our model is robust and can improve the prediction accuracy even when the domain gap is large and the network is deep. We see the same trends over the ablation models as before, with the meta-learning step again providing improvements.

Hyperparameter study: In order to show model sensitivity to hyper-parameters $\alpha$ and $\beta$, results with different hyper-parameters on the PACS dataset are shown in Table 4.

\(^1\)https://github.com/DeLightCMU/RSC

We see the model is slightly sensitive to hyper-parameters, but all the results are comparable or better than the performance of state-of-the-art approaches.

Feature map visualization: In Figure 5, we visualize four selected features maps of two images from cartoon domain respectively. The training set includes photo, sketch and art painting domains. From the visualization we can see the unique properties caught by each filter. For example, the convolved output from sketch domain filter focuses on the boundaries (second column to the right), which is expected since sketches have greater information in the the object outlines. In contrast, the photo and art painting filters focus more on the interior textures. The different filters compensate for each other and the final output of F-conv layer is a combination of these features.

5. Conclusions

The proposed approach, DSFG, works well for domain generalization tasks by learning a weight generator that estimates domain similarity. Unlike unsupervised domain adaptation approaches, DSFG can give predictions to new data samples from a previously unobserved domain in real time, without further updates. Empirically, DSFG adapts to unseen test samples even when there is large domain distribution gap. The visualized weights shows that DSFG is effectively capturing and exploiting similarity between domains. Because of these properties, DSFG is effective for domain generalization tasks and can straightforwardly be implemented on many devices at test time.
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