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Figure 1: Clean/ID/OOD hierarchy established by the colli-
sion entropy of the interpolated label ldetect

1. Additional explanation of the behavior of the
ID/OOD measure

Figure 1 illustrates the behavior of our proposed metric
ldetect . By studying the collision entropy of the interpolated
label yinter between the network prediction and the ground
truth label, we establish a hierarchy from clean to ID noise
to OOD noise. The pivot point − log(.5) = 0.693 marks the
separation between low confidence clean samples and high
confidence noisy samples. Although some clean samples
will be detected as noisy at the pivot point, because we
avoid OOD sample during this transition, we can correct the
detected confident ID samples without concerns of labeling
OOD data or corrupting the clean samples since we relabel
correct but simply under-confident clean samples: this will
not harm the training procedure (their label stays the same).
By smoothing OOD samples, we also avoid correcting ID
noisy samples with an under-confident corrected prediction.

2. Hyperparameter table
Table 1 details the hyperparameters used in every ex-

periment reported in the state-of-the art comparison. The
configuration remains the same across different noise ra-
tios for miniImageNet and Stanford Cars. The parameters
common to all experiments are: entropy regularization [2],
SGD optimizer, a learning rate decay factor of 10, random
horizontal flips, mixup [3] data augmentation. To match
the baseline of [1], we add a dropout layer before the fully
connected layer in the case of the Stanford Cars experiments.
We do not use dropout for other datasets as we manage to
match the baselines without it.

3. Algorithm
Alg. 1 displays the DSOS algorithm.

4. Examples of labeled images from the mini-
Webvision subset

Figures 2 and 3 display examples of images labeled from
the mini-Webvision subset. The annotations are available
together with our code at [github].
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Table 1: Hyperparameter variations across experiments. We do not change hyperparameters across noise levels for CIFAR-100,
miniImageNet, and Stanford Cars.

CIFAR-100 Stanford Cars miniImageNet Webvision Clothing1M

Network PreActResNet18 InceptionResNetV2 InceptionResNetV2 InceptionResNetV2 ResNet50
ImageNet pretraining No No No No Yes
Number of epoch 100 400 200 100 100
Batch size 32 32 32 32 32
Initial learning rate 0.03 0.05 0.01 0.01 0.002
Lr reduction [50, 80] [200, 300] [100, 160] [50, 80] [50, 80]
Weight decay 5e− 4 5e− 4 5e− 4 5e− 4 1e− 3
Resize 32 320 320 256 256
RandomResize Range − [0.75, 1.33] − − −
Crop 32 299 299 227 224
Dropout ratio 0.0 0.3 0.0 0.0 0.0
α 0.05 0.05 0.05 0.05 0.05
Epoch start correction 51 201 101 51 1

Algorithm 1 DSOS

Input: D = {(xi, yi)}Ni=1 a web noise dataset. h at convolutional neural network.
Parameters: α, ewarmup, emax
Output: Trained neural network hφ

1: for e = 1, . . . ewarmup do . Warmup
2: for t = 1, . . . numBatches do
3: Sample the next mini-batch (x, y) from D
4: L = CrossEntro(h(xmixed), ymixed)
5: UpdateNetworkWeights(L)
6: end for
7: end for
8: for e = ewarmup + 1, . . . emax do . Label correction
9: Ũ , Ṽ , predictions = EvaluateMetrics(h,D) . Evaluated with regards to the original labels

10: for yi = y1, . . . yN do
11: if ũi > 0.9 then . In-distribution bootstrapping, Ũ = {ũi}Ni=1

12: yi = pi . predicitions = {pi}Ni=1

13: end if
14: yi = Softmax (yivi/α) . Dynamic Softening, Ṽ = {ṽi}Ni=1

15: end for
16: for t = 1, . . .numBatches do
17: Sample the next mini-batch (x, y) from D . Train on the corrected labels
18: Ṽmini the values in Ṽ for the samples in the mini-batch
19: L = CrossEntro(h(x), y)
20: L = L+ 0.4× EntroPen(h(x), Ṽmini) . Weighted entropy penalization
21: UpdateNetworkWeights(L)
22: end for
23: end for
24: return h . Robustly trained network
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Figure 2: Samples annotated as clean, in-distribution noise, out-of-distribution noise.
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Figure 3: Samples annotated as clean, in-distribution noise, out-of-distribution noise.


