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A Implementation details
Embeddings: We used a pretrained CNN to represent the video’s frames, sampled at 16
frames per second, discarding any frame after the first 80. For ActivityNet and DiDeMo, we
used TSN-Inception V3 [17] pretrained on the Kinetics dataset [6]. For YouCook2 and Vatex
we used ResNet101 [4] pretrained on ImageNet. For both CNN architectures, we extracted
the activations of the penultimate. For textual features, we used GloVe [13] pretrained on
840B common web-crawl with a dimension of 300.
Setup: We set the model hidden dimension de to 512 and α1 = α2 = 0.2. For each batch,
we randomly pick 16 videos. We used the Adam optimizer [7] and set the learning rate to
10−3. We early-stopped our training, if the validation-set did not improve for five consecutive
epochs. For inference, we used a shortlist size of 50.

B Additional quantitative results
We report additional metrics for the video/sentence retrieval task. In Tab. 1, we report R@50
for ActivityNet, where we improve by 4%. We also improve the R@50 on LSMDC by 6%.
Additionally, we show, in Tab. 2, a significant improvement of 10.4% in R@10 for MSR-VTT.

We also report additional results for the paragraph/video retrieval. In Tab. 3, we add
results on ActivityNet Val2 set. As with the Val1 split, our method significantly outperforms
HSE by 15.5% (48.1% vs. 32.6%). In Tab. 4, we add results for R@50 for ActivityNet,
DiDeMo, YouCook2, Vatex, MSR-VTT. Our method consistently outperforms previous
baselines.

C Additional qualitative results
In the following, we sketch additional frames and word relevance scores (See Eq. 4). Results
are based on the video-paragraph variant and show a randomly picked paragraph sentence
and the matched video clip. This is repeated for the various datasets we have used (e.g.,
ActivityNet, DiDeMo, YouCook2, Vatex, MSR-VTT). All the samples are taken from the
validation set.
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Text2Vid Vid2Text

Dataset Method R@50 MdR R@50 MdR

ActivityNet

Random 1.02% 2458.0 1.02% 2458.0
FSE [20] 89.1% 7.0 88.4% 7.0
HSE [20] - - - -
CE [10] 91.4% 6.0 90.9% 6.0
MMT [3] 93.2% 5.0 93.1% 4.3
clipBERT [9] - - - -

Ours 97.0% 3.0 97.7% 3.0

LSMDC

HT100 [11] - 40.0 - -
JFusion [19] - 36.0 - -
HSE [20] 35.5% 23.0 34.3% 23.0
MMT [3] 38.8% 21.0 38.9% 20.0

Ours 44.5% 19.0 45.4% 18.0

Table 1: Video/Sentence retrieval on ActivityNet [8] and LSMDC [14],. Shown is the recall
at a certain number of retrievals and MdR=median rank.

Text2Vid Vid2Text

Dataset Method R@10 MdR R@10 MdR

MSR-VTT

Dual Encoding [2] - 32.0 - 15.0
HGR [1] - 24.0 - 11.0
JSFusion [19] - 13.0 - -
Cues [12] - 16.0 - 38.0
HSE [20] 58.5% 23.0 58.8% 23.0
MMT [3] 63.9% 4.0 63.2% 6.0
clipBERT [9] 57.7% - - -

Ours 68.1% 3.0 68.3% 3.0

Table 2: Video/Sentence retrieval on MSR-VTT [18]. Shown is the recall at a certain number
of retrievals and MdR=median rank.

Each sketch contains the most sentence-relevant frames (on the right) for each clip, along
with the two frames that got the lowest score (on the left). We also highlight the video-relevant
words in the queries via a word heat map.

We observe that the frames relevance score focuses on frames that contain related objects
to query. For instance, the query mentions saxophone in the first clip, and the saxophone
is easily shown in the frames that got high scores. Also, the word relevance score picks up
unique words. Our interaction-conditioned approach employs these scores and uses only the
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Vid2Text Text2Vid

Dataset Method R@1 R@5 R@50 MR R@1 R@5 R@50 MR

ActivityNet Val2 HSE [20] 32.6% 62.8% 93.5.0% 3.0 33.2% 62.9% 93.6% 3.0
Ours 48.1% 76.2% 100.0% 2.0 48.6% 77.0% 100.0% 2.0

Table 3: Video/Paragraph retrieval on ActivityNet Val2 [18]. Shown is the recall at a certain
number of retrievals and MdR=median rank.

Text2Vid Vid2Text

Dataset Method R@50 MdR R@50 MdR

ActivityNet

LSTM-YT [15] 24.0% 102.0 38.0% 98.0
No Context [16] 32.0% 78.0 45.0% 56.0
Dense full [8] 65.0% 34.0 74.0% 32.0
FSE [20] 89.1% 7.0 88.4% 7.3
HSE [20] 97.1% 2.0 97.0% 2.0

Ours 100.0% 1.0 100.0% 1.0

DiDeMo
S2VT [16] 76.5% 13.0 76.5% 15.0
FSE [20] 78.9% 11.0 78.0% 12.0
HSE [20] 92.4% 3.3 92.1% 3.0

Ours 100.0% 2.7 100.0% 2.4

YouCook2 HSE [20] 99.8% 2.0 100.0% 2.0

Ours 100.0% 1.0 100.0% 1.0

MSR-VTT HSE [20] 90.1% 3.0 89.2% 3.0

Ours 97.3% 2.0 97.2% 2.0

Table 4: Video/Paragraph retrieval on ActivityNet [8], DiDeMo [5] , YouCook2 [21] and
MSR-VTT [18]. Shown is the recall at a certain number of retrievals and MdR=median rank.

relevant frames and words for the conditioned representation.
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A musician plays saxophone on front people sitting in a room.

(DiDeMo)

  
A marching band is shown playing various instruments down the street followed by more police cars riding behind.

(DiDeMo)

  
Outside in the water a man is kayaking during on some heavy waves.

(DiDeMo)

  
A person holds their phone as they walk in a field near a river bank and films the river as it runs.

(DiDeMo)

  
The man then swings the axe on several pieces of wood while looking back to the camera.

(DiDeMo)
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A camera pans around a room and leads into a woman washing dishes in a sink.

(DiDeMo)

  
They finish the game and someone receives a trophy.

(DiDeMo)

  
The man in a costume rides the unicycle and plays a bagpipe.

(DiDeMo)

  
More clips are shown of people interacting with horses as well as playing games and riding the horses.

(ActivityNet)

  
A man shows off a huge sandcastle on a beach while a little girl works on the castle.

(ActivityNet)
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The person lays down bread and begins pouring the ingredients out onto the bread.

(ActivityNet)

  
another people is making gymnastics in the roofed gym and making a hand stands.

(ActivityNet)

  
The man throws Frisbee discs for his dog to catch at a baseball field.

(ActivityNet)

  
A young man holds a violin, then he plays violin.

(ActivityNet)

  
A man stands against a wall playing guitar and singing.

(ActivityNet)
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A man in a canoe appears, paddling through the rapids.

(ActivityNet)

  
A man is talking while holding a volleyball.

(ActivityNet)

  

A man is shown seated, banging on a pair of bongo drums.

(ActivityNet)

  
woman wering a chef suit is standing in front of a kitchen serving a big omelette into a white plate and it frying other omellete.

(ActivityNet)

  
Various shots are shown of a motocross driver sitting in different landscapes as well as riding around.

(ActivityNet)
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She shows a panini sandwich on the screen.

(ActivityNet)

  

add garram masala seeds and a bay leaf to the oil

(YouCook2)

  

add the lamb to the pot

(YouCook2)

  

cut the tuna into smaller sections

(YouCook2)

  

mix the yeast sugar and water

(YouCook2)
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mix the flour salt egg melted butter and yeast mixture into a dough and knead

(YouCook2)

  
pound the chicken

(YouCook2)

  

top the chicken with mozzarella cheese

(YouCook2)

  
heat a pan pour some vegetable oil and spread it all over the pan

(YouCook2)

  
in pan take 1 pound ground beef add 1 finely chopped onions 2 cloves finely minced garlic cook

(YouCook2)
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combine salt butter milk and hot sauce in a bowl

(YouCook2)

  
a man repelling down a side of a mountain covered in snow

(Vatex)

  

A person in blue pants uses a rope to repell down a rocky ridge

(Vatex)

  
A man laughs and talks while a person in a hoodie cuts his hair with scissors and comb

(Vatex)

  

A child is leaning over a sink getting their hair washed by a woman

(Vatex)
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 A man is teaching math by using a white board

(MSR-VTT)

  

A man dances in a room and flips through photos

(MSR-VTT)

  

A  baseball player hits a ball to the back of the field

(MSR-VTT)

  

 A guy talks about the features of the jeep cherokee

(MSR-VTT)

  

a man is singing and walking through the street 

(MSR-VTT)
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