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In this supplementary document, we provide additional
analysis and experimental results, including 1) more imple-
mentation details, 2) ablation study for hard sample min-
ing, 3) visual comparisons with state-of-the-art methods
for video salient object detection on the FBMS [1] and
ViSal [9] datasets, and 4) visual comparisons with state-of-
the-art methods for unsupervised video object segmentation
on the DAVIS [6] dataset.

1. Implementation Details
For the experiments of the unsupervised video object

segmentation task, we use the fully-connected conditional
random fields (CRFs) [3] to refine the response and gener-
ate the binary segmentation map.

2. Ablation Study
In Table 1, we present the ablation study of hard posi-

tive and negative mining. We first show the results of the
baseline model and the improved ones of the model trained
with the non-local self-attention and cross-level co-attention
modules. When we train the model with the contrastive loss
Lcl, the performance is improved by a limited amount. By
considering hard negative samples, the results are further
improved. When we take both hard positive and negative
samples into account, our model achieves the best perfor-
mance, which demonstrates the effectiveness of our hard
sample mining technique.

3. Qualitative Results for Saliency and Seg-
mentation

We provide more qualitative results compared with state-
of-the-art video salient object detection approaches [7, 2,
4]. The results on the FBMS [1] and ViSal [9] datasets are
shown in Figure 1 and Figure 2, respectively. Compared
with previous methods, the proposed model generates more
accurate results with more detailed information.

In Figure 3, we present the visual comparisons with
state-of-the-art methods [5, 8, 10] for the unsupervised
video object segmentation task. The results show that our
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model is able to segment the object more accurately, while
the segmentation masks of other approaches tend to in-
clude background contents or lose detailed information near
boundaries. We also show segmentation results of multiple
continuous frames in Figure 4. The proposed method can
distinguish the foreground object from the background un-
der challenging conditions such as fast motion, occlusion
and complex background.
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Table 1. Ablation study of the proposed method. We show the effectiveness of each component in the proposed framework, including
the attention modules, contrastive loss, and hard positive and negative mining.

attn
modules

Lcl
hard

positives
hard

negatives

DAVIS FBMS ViSal DAVSOD

maxF ↑ S ↑ MAE ↓ maxF ↑ S ↑ MAE ↓ maxF ↑ S ↑ MAE ↓ maxF ↑ S ↑ MAE ↓

86.8 88.4 3.1 86.9 84.2 5.8 92.4 91.8 2.9 62.9 72.1 9.6
✓ 89.3 90.7 2.1 90.6 89.1 4.3 94.5 93.6 1.9 65.4 74.4 8.7
✓ ✓ 89.9 91.1 1.8 91.0 89.8 3.8 94.8 94.0 1.7 65.9 75.0 8.4
✓ ✓ ✓ 90.5 91.5 1.6 91.3 90.5 3.2 95.0 94.4 1.5 66.1 75.2 8.3
✓ ✓ ✓ ✓ 90.9 91.8 1.5 91.5 90.9 2.6 95.1 94.7 1.3 66.2 75.3 8.3

Input PDB [7] SSAV [2] MGA [4] Ours GT

Figure 1. Visual comparisons with the state-of-the-art video salient object detection methods on the FBMS dataset. The ground truth
masks (GT) are shown in the last column. The results by our method are more accurate and contain more details.
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Input PDB [7] SSAV [2] MGA [4] Ours GT

Figure 2. Visual comparisons with the state-of-the-art video salient object detection methods on the ViSal dataset. The ground truth
masks (GT) are shown in the last column. The results by our method are more accurate and contain more details.

COSNet [5] AGNN [8] AnDiff [10] Ours GT

Figure 3. Visual comparisons with the state-of-the-art unsupervised video object segmentation methods on the DAVIS dataset. The
ground truth masks (GT) are shown in the last column. The results by our method are more accurate and contain more details.
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Figure 4. Qualitative results of unsupervised video object segmentation on the DAVIS dataset. The proposed model is able to generate
accurate segmentation masks under challenging conditions such as fast motion, occlusion and complex background.
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