
Appendix for CFLOW-AD: Real-Time Unsupervised Anomaly Detection
with Localization via Conditional Normalizing Flows

A. Relationship with the flow framework
The loss function for the reverse DKL [p̂Z(z,θ)∥pZ(z)]

objective [1], where p̂Z(z,θ) is the model prediction and
pZ(z) is a target density, is defined as

L(θ) = Ep̂Z(z,θ) [log p̂Z(z,θ)− log pZ(z)] . (5)

The first term in (5) can be written using (4) definition
for a standard MVG prior (u ∼ N (0, I)) as

log p̂Z(z,θ) = log(2π)−D/2 − E2(u)/2 + log |detJ | ,
(5.1)

where E2(u) = ∥u∥22 is a squared Euclidean distance of u.
Similarly, the second term in (5) can be written for MVG

density (2) using a square of Mahalanobis distance as

log pZ(z) = log(2π)−D/2 + log detΣ−1/2 −M2(z)/2.
(5.2)

By substituting (5.1-5.2) into (5), the constants
log(2π)−D/2 are eliminated and the loss is

L(θ) = Ep̂Z(z,θ)

[
M2(z)− E2(u)

2
+ log

|detJ |
detΣ−1/2

]
.

(6)

B. CFLOW decoders for likelihood estimation
We train CFLOW-AD using a maximum likelihood ob-

jective, which is equivalent to minimizing the forward DKL

objective [1] with the loss defined by

L(θ) = DKL [pZ(z)∥ p̂Z(z, c,θ)], (7)

where p̂Z(z, c,θ) is a conditional normalizing flow
(CFLOW) model with a condition vector c ∈ RC .

The target density pZ(z) is usually replaced by a con-
stant because the parameters θ do not depend on this den-
sity during gradient-based optimization. Then by analogy
with unconditional flow (4), the loss (7) for p̂Z(z, c,θ) can
be written as

L(θ) = −EpZ(z) [log pU (u) + log |detJ |] + const. (7.1)

In practice, the expectation operation in (7.1) is replaced
by an empirical train dataset Dtrain of size N . Using the

definition of base distribution with pU (u), the final form of
(7) can be expressed as

L(θ) ≈ 1

N

N∑
i=1

[
∥ui∥22
2

− log |detJi|
]
+ const, (7.2)

where the random variable ui = g−1(zi, ci,θ) and the Ja-
cobian Ji = ∇zg

−1(zi, ci,θ) depend both on input fea-
tures zi and conditional vector ci for CFLOW model.
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