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1. Additional Results on Test Sets

We provide our scores on test sets that had to be omit-
ted in the main paper due to the space limit. The per-
formance of our model is measured under the same set-
ting used for validation sets. To ease the understanding
of our model’s performance, we reference the tables from
Panoptic-DeepLab [1] (Table 3, 8, 9). For fairness, we list
the scores from the models that are pretrained only on Ima-
geNet.

2. Network Structure Details

We find that applying the group normalization [9] un-
til the last layers of Panoptic-Feature generator harms the
training stabilization at the early stage. Therefore, we do
not apply group normalization for the last layers after the
absolute positional encoding.

3. Training Details

3.1. Ground Truth Assignment

The assignment policy of ground-truth to Filter Sam-
pling Module is fairly similar to the one of FCOS [8]. Let
Mi ∈ {0, 1}H×W be the ground-truth mask of an instance
i, where H and W are the actual size of the input image.
The corresponding position of the feature (x′, y′) to the in-
put (x, y) can be obtained as (
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where sl denotes the stride of the feature at level l. We as-
sign ground-truth of an instance i to the locations (l, x′, y′)
where corresponding Mi(x, y) is true. If multiple instances
correspond to a same location, the instance of least mask
area becomes the target. With this policy, SPINet can have
multiple feature locations designated to a same instance,
thus a collection of substantial training samples is possible.

We assign ground truth to each level by
√
h× w of the

bounding box of an instance: (0, 48), (24, 96), (48, 192),
(96,∞) for Cityscapes, and (0, 96), (48, 192), (96, 384),
(192, 768), (384,∞) for COCO.

Method Backbone PQ (%)

COCO test-dev set

TASCNet [5] ResNet-50 40.7
Pan-FPN [4] ResNet-101 40.9
AdaptIS† [7] ResNeXt-101 42.8
DeeperLab [11] Xception-71 34.3
SSAP‡ [3] ResNet-101 36.9
Pan-DL [1] MobileNet-V3 29.8
Pan-DL ResNet-50 35.2
Pan-DL Xception-71 39.6

SPINet ResNet-50 42.6

Cityscapes test set

SSAP‡ [3] ResNet-101 58.9
Pan-DL [1] MobileNet-V3 54.1
Pan-DL ResNet-50 58.0
Pan-DL Xception-71 60.7

SPINet ResNet-50 60.2
Table 1. Results on COCO test-dev set and Cityscapes test set.
†: adding left-right flipped inputs. ‡: adding left-right flipped in-
puts and multi-scale inputs.

3.2. Data augmentation

For COCO, image scale variation of [0.9, 1.0] is applied
with horizontal flipping.

For Cityscapes, following steps of are applied to the
input images: color augmentation, scale variation of
[0.5, 2.0], and crop by the absolute size of 512×1024. The
crop size is adjusted to fit the batch size of 4 per GPU
with 11GB of memory, which is a practical spec for gen-
eral users.

4. Inference Details

The threshold of the overlap between instances is set to
0.5. The stuff segments that have smaller region than a
threshold are left as unknown, and the thresholds for COCO
and Cityscapes are 4096 and 2048 respectively.
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5. Visualized Outputs on COCO
As shown in Fig. 1 we provide results on COCO [6]

dataset, which had to be omitted in the main paper due to
the space limit.

6. Visual Comparison to Panoptic-DeepLab
As Panoptic-DeepLab [1] is considered as a strong base-

line for the panoptic segmentation task, we provide visu-
alized outputs from our model and Panoptic-DeepLab as
shown in Figure 2. The codes and weights we used for
Panoptic-DeepLab is from Detectron2 [10], and the
backbone it used has the same modification to ours, de-
scribed in the main paper, Sec 5.2.
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Figure 1. Examples of visualized outputs (Best viewed on a high-resolution display with zoom-in). The images are from COCO [6]
dataset.



Input Panoptic DeepLab SPINet
Figure 2. Examples of visualized outputs (Best viewed on a high-resolution display with zoom-in). The images are from Cityscapes [2]
dataset.


