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S1. Introduction: Drawing retrieval
S1.1. Patent drawing examples sorted
Figure S1 contains the same drawings from design patents as Figure 1, but in Figure S1 the drawings are grouped together if they come from the same patent.

S1.2. Commercial image retrieval tools
Example web-retrieval results using search-by-image in Google, Baidu, and Yandex demonstrate that the retrieval of drawings is an open problem in computer vision. Google retrieves unrelated cartoonish drawings (Figure S2). Baidu retrieves technical drawings that appear to be from patents (similar style to the query), but not of the same cactus subject (Figure S3). Yandex retrieves drawings of similarly-shaped cacti (similar subject) but a simpler style of drawing than patent drawings (Figure S4). In this simple example, Yandex arguably performs the best at content-based drawing retrieval. It is surprising how different the results are among these commercial tools; and an indication that content-based drawing retrieval is an open challenge.

S2. DeepPatent dataset details
S2.1. Ethics statement
Works created for the purpose of USPTO patent application are generally not subject to copyright [6]. Therefore, it is reasonable to assume that the artists and inventors creating these drawings and metadata did so under the expectation that the work would become public domain with no restrictions on redistribution. These artists and inventors could benefit from computer vision research focused on patent drawing retrieval for tracking how widely their drawings are redistributed (which may be useful for personal and professional purposes, although the artists have waived legal rights of attribution). Being able to search through patent drawings could aid several tasks; such as speeding up the patent approval process by building a hierarchy of prior art; aiding in design ideation; and data-driven design.

Our ultimate goal in providing this dataset is to make it easier to find technical information, particularly when contained in images, which should not in and of itself carry any
Figure S2: Google search-by-image results from April 6, 2021 for a patent drawing of a cactus.
Figure S3: Baidu search-by-image results from April 6, 2021 for a patent drawing of a cactus.
Figure S4: Yandex search-by-image results from April 6, 2021 for a patent drawing of a cactus.
Table S1: Comparison of statistics of visual features where “Pixel ratio” is the mean ± standard deviation of the ratio of foreground pixels to all pixels in the binarized image and “Comps” is the median number of connected components. When Canny edge detector is used to create edge maps, the width of the Gaussian filter, σ, is noted.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Pixel ratio</th>
<th>Comps</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepPatent</td>
<td>0.030 ± 0.009</td>
<td>705</td>
</tr>
<tr>
<td>DeepPatent σ = 3</td>
<td>0.013 ± 0.001</td>
<td>305</td>
</tr>
<tr>
<td>Sketchy sketches</td>
<td>0.040 ± 0.007</td>
<td>2</td>
</tr>
<tr>
<td>ImageNet-Sketch</td>
<td>0.163 ± 0.059</td>
<td>244</td>
</tr>
<tr>
<td>Sketchy photos σ = 1</td>
<td>0.138 ± 0.014</td>
<td>265</td>
</tr>
<tr>
<td>Sketchy photos σ = 3</td>
<td>0.038 ± 0.004</td>
<td>34</td>
</tr>
<tr>
<td>ImageNet photos σ = 1</td>
<td>0.131 ± 0.014</td>
<td>673</td>
</tr>
<tr>
<td>ImageNet photos σ = 3</td>
<td>0.034 ± 0.004</td>
<td>84</td>
</tr>
</tbody>
</table>

It is interesting to note that the shape-complexity of photos used for Sketchy is significantly smaller than that of the validation set of ImageNet photos. The Sketchy photos are selected from the ImageNet dataset (though not necessarily from the validation set), with preference given to photos that are judged to be easy to sketch [5].

S3. Comparison method details

S3.1. Classification pre-training with patents

We found that after 100 epochs of classification fine-tuning an ImageNet [2] pre-trained ResNet50, the retrieval performance difference between using the largest 2500 patents was no different from using the all 33000 patents. Therefore, for PatentNet and other comparison models, classification training was done using the 2500 largest patents (i.e. one that have the largest number of images), resulting of approximately 40000 images across 2500 patents.

S3.2. AHDH

As the authors recommend, we use 10 levels of hierarchy and begin the histograms at level 3 for a total image descriptor vector of length 140 [7].

S3.3. Histogram of oriented gradients (HOG)

To obtain a fixed-length descriptor for an image, first it is resized to 256 × 256 pixels. Then a set of HOG descriptors are computed for a set of equally spaced local regions. These descriptors are then concatenated to generate a single image descriptor.

S3.4. VisHash

We use the settings as described by the authors for a fixed image descriptor of length 144 [4].

S3.5. Local binary patterns (LBP)

For performance evaluation of the local binary pattern (LBP) features in the retrieval task we employ the same query/database selection procedure described in Section 3 with images resized to 256 × 256. Experiments with different LBP parameter settings were conducted and found that a radius of 16 with a total number of 512 points sampled around this radius and a ‘uniform’ pattern yielded best
performance. Here, the radius parameter and the number of points controls the pixel locations around a pixel center where binary patterns are obtained from. The ‘uniform’ pattern refers to those patterns that tend to be the most likely (in a statistical sense) as studied in [3] and which are also known to benefit from rotation invariance.

To compute the BP, each sampled pixel value in the radius is subtracted from the center’s pixel value and assigned a 0-bit value if the result is less than 0 or a 1-bit value otherwise. After comparisons between all pixels in a patch to its center are completed, the binary pattern is associated to a number between $[1-512]$ and assigned as the pixel’s center value. This number indicates the number of 0-1 and 1-0 transitions in the pattern but truncated by prioritizing the number of transitions that are statistically more likely to occur. After completion, of this process throughout all pixels in the image a histogram distribution is computed. Finally, pair-wise similarities between images are obtained by comparing them using the Kullback-Leibler (KL) divergence between the normalized LBP histogram distributions.

S3.6. Fisher vectors (FV)

We follow the best practices outlined by Csurka [1], and generate the Fisher Vector encoding for an image by computing a 128-dimensional SIFT descriptors over a set of local patches densely extracted from the image, where each local patch is of size $48 \times 48$. These descriptors are then reduced to 48 dimensions through PCA. These smaller descriptors are then used to compute the FV by computing the gradient of the log-likelihood of the data on the model, in this case a Gaussian mixture model fit over the descriptors extracted from the training set. Similarly to deep descriptors, the FV of an image is unit-normalized before being compared to other images.

S4. Qualitative results

Figure S5 shows the t-SNE embedding of the PatentNet features for all of the test set images. Figures S6 through S10 show additional qualitative comparison of retrieved examples for various benchmarked models.
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Figure S5: t-SNE embedding of PatentNet features for the test set images.
Figure S6: Qualitative comparison of examples from different retrieval models. Complex drawings, such as this query, are particularly challenging for all methods except PatentNet.
Figure S7: Qualitative comparison of examples from different retrieval models. Even though some of the methods (VisHash and Sketchy-Resnet) succeed in retrieving shoes from different patents, we can see that only the Patent net as able to retrieve different viewpoints from the same patent.
Figure S8: Qualitative comparison of examples from different retrieval models. This figure illustrates a failure case for all of the retrieval methods. Although we can see some interesting patterns in retrievals for PatentNet and AHDH. For AHDH, 4 out of the 5 top retrievals contain two objects similar to the query. In case of PatentNet, we see that the retrieved examples mimic the shape of the objects in the query.
Figure S9: Qualitative comparison of examples from different retrieval models. In this example, we see that PatentNet is able to successfully retrieve drawings from the patent despite there being 3 different figures of a helmet within the query and the top two queries showing a person wearing a helmet. Interestingly, despite VisHash failing to retrieve the correct figures, we see it retrieving figures that have multiple objects in it.
Figure S10: Qualitative comparison of examples from different retrieval models. Even though Sketchy-Resnet fails to retrieved the correct object drawings from the same patent, we see that objects retrieved are all a single elongated object.
Figure S11: Qualitative comparison of examples from different retrieval models.