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1. Robustness to hyperparameters

Sample Selection threshold. As stated in the main pa-
per, forcing the alignment to the source samples far away
and detached from the target distribution results in nega-
tive transfer and performance degradation, thus reducing the
generalization capability of the overall framework. In this
section we demonstrate this assumption by training the 1-
shot GTA→Cityscapes scenario with source data sampled
with different thresholds (δ). The results in the Fig. 1 con-
firm that iteratively subsampling the source dataset and se-
lecting source samples that are better aligned with the tar-
get semantic distribution leads to a boost in terms of accu-
racy. The best result is achieved for δ = 0.4, doubled at
each epoch. Note that using values that range from 0.1 to
1 changes the result by little more than 1.6% while always
achieving state-of-the-art results, demonstrating a good ro-
bustness.

Figure 1. Ablation study about the choice of the sample selection
threshold δ, performed on the GTA→Cityscapes 1-shot scenario.

Lambda. We also tune the hyper-parameter λ which con-
trols the PixAdv loss, comparing four different values: 1,
0.1, 0.01 and 0.001. As shown in Tab. 1, we discovered
that in the 1-shot setting, in the case of GTA→Cityscapes
the best results are achieved for λ = 0.1 while in the case
of SYNTHIA→Cityscapes, the best results are achieved for

λ = 1.0. Nevertheless, the difference in the performance
between λ = 1 and λ = 0.1 is 1.9% and 1.4% on GTA
and SYNTHIA, respectively. Thus, even by selecting a
sub-optimal hyperparameter PixDA still outperforms all the
baselines by a good margin.

λ
mIoU

GTA5→City SYNTHIA→City
1 49.23 55.92

0.1 51.16 54.51
0.01 50.59 53.38
0.001 49.05 53.74

Table 1. Ablation study about the effect of λ on the PixAdv loss,
performed on the GTA→Cityscapes and SYNTHIA→Cityscapes
1-shot scenario.

2. Qualitative Results
Figures 2 and 3 present segmentation results for all the 1
to 5 shot settings and provide a qualitative comparison be-
tween our method and the baselines tested in the companion
paper. These images intuitively demonstrate the challenge
in handling the domain shift in the few-shot setting with im-
balanced semantic content and they show that PixDA is able
to better align the underrepresented semantic classes.

GTA5. At a quick glance, Fig. 2 confirms that the visual
domain shift between GTA5 [4] and Cityscapes [2] is lower
in some major classes, e.g., ”road”, ”sky” and ”car”, since
the source-only model succeed in correctly classifying them
without domain adaptation.

The same cannot be said for classes that are underrep-
resented in the target realm (either because not present or
small in size) such as ”bus”, ”train”, ”rider”, ”truck”, ”traf-
fic sign” and ”traffic light”. Notably, even the ”sidewalk”
category, albeit frequent, is completely mishandled by the
source-only model due to a higher domain shift. This fact is
clearly visible in the 1, 4 and 5 shot settings, where we can
see that both the source-only model and the joint training
baseline struggle to classify the sidewalk.



Looking at the other baselines, i.e., unsupervised do-
main adaptation with FDA [7] and transfer learning with
NAAE [6], we can see that despite the improvements w.r.t.
the source-only model they still struggle with the finer de-
tails, such as bicycles, motorcycles, traffic signs. Even fine-
tuning with few images suffers from similar problems and
in some instances it produces completely wrong predictions
(e.g., the bus in the 4-shot setting).

Finally, we observe that PixDA performs consistently
well in all settings, providing good predictions across all
classes and being overall the closest to the ground truth. In-
specting the levels of the PixDA loss reveals that the loss
provides more power (dark blue) to all those areas that are
proven to be challenging for the other methods, e.g., the se-
mantic classes with a higher domain shift (”sidewalk”) or
with fewer pixels in the target domain (”bicycle”, ”motor-
cycle” or ”signs”). What is most remarkable is that PixDA
manages to achieve very good results even in the 1-shot
setting, where all other methods struggle with the under-
represented classes (”bicycle”, ”motorcycle”, ”traffic sign”,
”traffic light”) and some of them even on the predominant
ones.

SYNTHIA. Similar remarks can be made for the results ob-
tained with the SYNTHIA→Cityscapes scenario in Fig.3.
The major difference w.r.t. the GTA experiment is seen for
the ”road” and ”sidewalk” classes. All baselines, including
FDA and NAAE, display poorer results in classifying these
semantic categories due to a higher domain shift between
SYNTHIA [5] and Cityscapes. The increased difficulty in
predicting the ”road” and ”sidewalk” is corroborated by the
PixAdv loss levels. We notice that the PixAdv loss puts a
higher emphasis on parts of the road and sidewalk w.r.t. to
the GTA experiment. As a result, the prediction of these
classes with PixDA is the best across all settings. Once
again, we remark that PixDA also shows very consistent re-
sults, providing good predictions even in the 1-shot setting
where all the other methods clearly struggle.

3. Assessing the PixAdv loss in UDA

Introduction. The research presented in this manuscript
focuses on the few-shot DA setting, which is promising
for the autonomous driving application. In the main pa-
per we discuss how having access to only few data samples
from the target distribution leads to an extreme imbalance
in the number of pixels exposed for each class in the target
domain. Yet, this problem is still present in the unsuper-
vised DA setting, although to a lesser extent. Even though
the UDA setting is outside the scope of this paper, we can
demonstrate that our new PixAdv is effective even in the
context of Unsupervised Domain Adaptation (UDA). The
UDA setting considers having access at training time to a
source dataset S with segmentation labels YS and a large

target dataset T with no labels. The goal is to train a se-
mantic segmentation network on both S and T and get it to
perform as near as possible to the model trained on T but
with ground truth labels YT .

Experiments description. Because our PixAdv loss is de-
pendent on target ground truth information and the UDA
setup does not supply target annotations, we first train the
model unsupervised with a regular binary cross-entropy
(BCE) functioning as adversarial loss (we denote this model
as M(0)BCE). We use the model M(0) predictions on
the target data to generate high confidence pseudo labels
following the ”max probability threshold” approach men-
tioned in [3]. Once we have them, we can move forward
with the adversarial training by computing the segmenta-
tion loss on the target as well. Two parallel experiments are
conducted for comparison, the first M(1)BCE continuing
the prior adversarial training with the BCE as the adver-
sarial loss and the second M(1)PixAdv replacing the BCE
with our novel PixAdv loss. As the model’s accuracy im-
proves, this phase is repeated (we denote this new rounds as
M(2)BCE,PixAdv).

Implementation details. The experiments use the same
segmentation model and hyperparameters as the main pa-
per. The DeepLab V2 [1] model (M ) is trained using batch
size 4 and SGD with initial learning rate 2.5 · 10−4, ad-
justed at each iteration with a ”poly” learning rate decay
with a power of 0.9, momentum 0.9 and weight decay to
0.0005. The discriminator is trained using Adam optimizer,
with learning rate 10−5 and the same decay schedule of the
segmentation model. The momentum for Adam is set to
{0.9, 0.99}. The model M is trained for 30k iterations for
every of the three phases (0,1,2). At each 30kth iteration,
the model is used to generates pseudo labels. The pseudo
labels generation threshold is set to 0.9. We want to empha-
size that neither sample selection nor knowledge distilla-
tion and fine-tuning are employed in this set of experiments.
They are only intended to demonstrate the effectiveness of
our novel loss in a different setting with respect to the one
in the companion paper.

Experiments results. Results for the GTA5→Cityscapes
and SYNTHIA→Cityscapes scenarios are shown in Tab. 2
and in Tab. 3 respectively. Tab. 2 reveals that our PixAdv
loss improves the performance of the baseline method
M(0) by +4.39% and +5.11% after the first and second
rounds of pseudo labelling, respectively. The use of the
BCE, on the other hand, yields fewer results, with a +3.41%
and +4.13%. This tendency is also corroborated in Tab. 3,
where our loss outperforms the baseline by +4.58% and
+5.22%, respectively, compared to the +3.7% and +3.15%
produced by the conventional BCE loss. It should be noted
that the BCE is much less successful in the second round
when compared to the results acquired in the first round.
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mIoU19

M(0)BCE 87.41 40.47 74.94 20.5 25.81 30.12 29.82 20.61 56.7 27.13 35.41 44.33 8.05 59.03 16.26 5.15 10.28 20.97 1.64 32.35
M(1)BCE 89.99 46.05 77.48 21.31 28.14 30.7 33.63 23.67 69.71 29.25 46.19 48.35 7.63 60.91 17.9 10.49 15.4 21.43 1.28 35.76
M(1)PixAdv 90.91 46.35 78.2 19.56 29.02 32.78 34.37 24.77 71.07 29.96 48.75 51.09 10.58 62.65 18.46 9.34 16.25 24.48 3.34 36.94
M(2)BCE 89.47 45.62 77.63 18.98 26.27 31.24 34.24 25.89 72.36 27.51 49.28 49.19 7.53 62.46 20.48 15.1 16.74 21.83 1.37 36.48
M(2)PixAdv 89.3 45.98 78.65 19.82 27.45 32.35 32.9 27.8 74.3 28.08 54.96 52.58 10.43 63.3 20.12 14.76 14.87 22.92 5.01 37.66

Table 2. GTA5→Cityscapes Unsupervised Domain Adaptation experiments. In blue the best results in term of mIoU after the first round
of pseudo labelling. In green the best results after the second.
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mIoU16

M(0)BCE 59.13 25.74 75.98 4.98 0.02 18.39 2.56 9.06 59.63 60.8 20.89 6.2 54.48 24.23 2.05 11.99 25.02
M(1)BCE 58.35 26.02 76.44 5.66 0.03 18.77 3.58 19.71 62.52 67.77 19.36 5.23 52.36 27.82 1.66 14.26 28.72
M(1)PixAdv 59.24 27.35 76.28 6.9 0.06 22.17 5.56 13.24 62.61 68.68 19.87 5.14 55.19 26.44 1.82 22.97 29.6
M(2)BCE 57.6 25.32 75.9 5.15 0.02 18.57 3.37 9.38 62.66 71.58 19.25 5.07 50.4 29.64 1.91 14.93 28.17
M(2)PixAdv 59.25 27.3 75.41 6.43 0.05 22.43 7.62 14.55 62.4 72.16 19.44 4.96 55.58 27.73 2.46 26.11 30.24

Table 3. SYNTHIA→Cityscapes Unsupervised Domain Adaptation experiments. In blue the best results in term of mIoU after the first
round of pseudo labelling. In green the best results after the second.

Conclusion. Despite the difference in setting with the
main paper, all the experiments demonstrate that when our
PixAdv loss is applied to the Unsupervised Domain Adap-
tation scenario, it can improves performance in almost all
the semantic classes (both well and underrepresented) and
in both phases of pseudo labelling.
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Figure 2. Qualitative results for the GTA→Cityscapes 1to5-shot scenarios. The columns span different few-shot settings, from 1-shot (left)
to 5-shot (right). The first row shows the RGB image and the second row illustrates the ground truth. All other row show the predictions
achieved by the different methods, except for the last row that visualizes the normalized levels of the PixAdv loss LPixAdv used by PixDA:
blue indicates a low value whereas a darker red indicates a higher value. It’s worth remembering that the loss image level is taken at a
particular moment in time and varies with each iteration of the training.
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Figure 3. Qualitative results for the SYNTHIA→Cityscapes 1to5-shot scenarios. The columns span different few-shot settings, from 1-
shot (left) to 5-shot (right). The first row shows the RGB image and the second row illustrates the ground truth. All other row show the
predictions achieved by the different methods, except for the last row that visualizes the normalized levels of the PixAdv loss LPixAdv used
by PixDA: blue indicates a low value whereas a darker red indicates a higher value. It’s worth remembering that the loss image level is
taken at a particular moment in time and varies with each iteration of the training.


