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Figure 1. Makeup removal examples.

A. Cycle-GAN Training in Makeup Transfer
As stated in the paper, Cycle-GANs enable training with

unpaired data and are the common practice in makeup trans-
fer. Following we provide detailed training objectives of
Cycle-GANs, in terms of makeup transfer.

We start from the aggregation of loss functions provided
in the paper:

Jadv
D = −Ex∼PX

[logDX(x)]− Ey∼PY
[logDY (y)]

− Ex∼PX ,y∼PY
[log (1−DX(G(y, x)))]

− Ex∼PX ,y∼PY
[log (1−DY (G(x, y)))]

JG = λadvJ
adv
G + λcycJ

cyc
G + λperJ

per
G + λmakeJ

make
G ,

(1)
where Jadv

D and JG are the loss for discriminators and the
generator, respectively. Note that Jadv

D is formed with two
groups of terms, which corresponds two discriminators in
makeup transfer: One is for discriminating the generated
makeup face from the reference, and the other is oriented
at distinguishing the generated non-makeup face from the
source. The formulation indicates a clear message, that the
removal of makeup is intrinsically trained along with the
task of makeup transfer as shown in Fig. 1.

Then let us look into the loss of the generator in Eq. 1,
where we add Jmake

G indicating makeup loss. The adversar-
ial loss of generator is given in the regular form of adversar-

ial training:

Jadv
G = −Ex∼PX ,y∼PY

[logDX(G(y, x))]

− Ex∼PX ,y∼PY
[logDY (G(x, y))]

(2)

The key that Cycle-GAN can be trained without paired
data is laid in the cycle consistency loss [3]. L1 loss is used
to supervise the reconstructed source from the generated
face:

Jcyc
G = Ex∼PX ,y∼PY

[‖G(G(x, y), x)− x‖1]

+ Ex∼PX ,y∼PY
[‖G(G(y, x), y)− y‖1] .

(3)

For preserving the identity and perceptual details of source,
A VGG-16 CNN is adopted to keep the consistency of ex-
tracted features. The perceptual loss is formulated as:

Jper
G = Ex∼PX ,y∼PY

[‖Fl(G(x, y))− Fl(x)‖2]

+ Ex∼PX ,y∼PY
[‖Fl(G(y, x))− Fl(y)‖2] ,

(4)

where Fl indicates the lth layer feature of the pre-trained
VGG.

B. Grid Generation of TPS
Similar to STN [1], the Spatial FAT uses a grid genera-

tor to compute a sampling grid P = {pi} on an image to
form a transformation. The 2D TPS transformation we in-
troduce into Spatial FAT is parameterized by a 2× (K + 3)
matrix [2]:

T =

[
a0, a1, a2, u
b0, b1, b2, v

]
, (5)

where u, v ∈ R1×K . Following we use the formulation
from [2] to describe the grid computation of 2D TPS.
For a point p ∈ R1×2, its sampling point is computed by a
linear projection:

p′ = T


1
p

φ(‖p− c1‖)
...

φ(‖p− cK‖),

 (6)
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where φ(r) = r2log(r) as the radial basis kernel applied
to the Euclidean distance between p and control points C.
Then the problem is to solve a linear system to find the co-
efficients of TPS:

c′i = T


1
p

φ(‖ci − c1‖)
...

φ(‖ci − cK‖),

 , i, . . . ,K, (7)

subject to boundary conditions:

0 = u1
0 = v1

0 = uCT
x

0 = vCT
y ,

(8)

where Cx and Cy are the first and second dimension coor-
dinates, respectively. In a matrix form, T has a closed-form
solution.

T =
[
C ′, 02×3

]
∆−1C . (9)

Both the solving and application of TPS can be integrated
into the neural networks, since they are differentiable matrix
operations.

C. Implementation of GT Generation
To help reproducing, we provide the GT generation im-

plementation here, which requires advanced skills to main-
tain efficiency, and will release other code with the accep-
tance of the paper.
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