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Abstract

In this paper we present a solution to the task of “unsupervised domain adaptation (UDA) of a given pre-trained semantic segmentation model without relying on any source domain representations”. Previous UDA approaches for semantic segmentation either employed simultaneous training of the model in the source and target domains, or they relied on an additional network, replaying source domain knowledge to the model during adaptation. In contrast, we present our novel Unsupervised BatchNorm Adaptation (UBNA) method, which adapts a given pre-trained model to an unseen target domain without using—beyond the existing model parameters from pre-training—any source domain representations (neither data, nor networks) and which can also be applied in an online setting or using just a few unlabeled images from the target domain in a few-shot manner. Specifically, we partially adapt the normalization layer statistics to the target domain using an exponentially decaying momentum factor, thereby mixing the statistics from both domains. By evaluation on standard UDA benchmarks for semantic segmentation we show that this is superior to a model without adaptation and to baseline approaches using statistics from the target domain only. Compared to standard UDA approaches we report a trade-off between performance and usage of source domain representations.

1. Introduction

Current neural-network-based solutions to many perception tasks in computer vision rely on annotated datasets. However, the generation of these annotations, i.e., ground truth labels, is tedious and time-consuming, in particular for pixel-wise prediction tasks such as semantic segmentation [8, 48], depth estimation [14, 45, 28, 52, 51], optical flow [14, 45], or instance segmentation [40]. Due to the domain shift between datasets, neural networks usually cannot be trained in one domain (source domain) and be deployed in a different one (target domain) without a significant loss in performance [13]. For applications such as autonomous driving, virtual reality, or medical imaging, these problems are often addressed by unsupervised domain adaptation (UDA) or domain generalization (DG) approaches.

State-of-the-art approaches for UDA of semantic segmentation [25, 44, 74] usually employ annotated source domain data during adaptation. Alternatively, other approaches [30, 41] make use of an additional network to replay the source domain knowledge during the adaptation to the model. However, in practice, models are often pre-trained on non-public datasets. When adapting such a given model one might only have access to target domain data, since the source domain data cannot be passed on either for practical reasons or due to data privacy issues. In such cases, DG approaches are also inapplicable, as they have to be applied already during pre-training in the source domain. Therefore, in this work we do not aim at outperforming existing UDA or DG approaches but at solving a different
very constrained task, where simultaneous access to source and target domain data is neither allowed nor required and a given model has been pre-trained in the source domain. We dub this task “UDA for semantic segmentation without using source domain representations”, i.e., a given semantic segmentation model pre-trained in the source domain is adapted to the target domain without utilizing any kind of representation from the source domain beyond the existing model parameters from pre-training.

To create a baseline method for this rather challenging task, we build on advances of UDA techniques on related image classification tasks [36, 33, 72, 78], where a few approaches exist for UDA without source domain data. However, these are either not easily transferable to semantic segmentation [33], violate our condition of not using any source domain representations [72], or apply a data-dependent evaluation protocol, where the performance on a single image is dependent on other images in the test set [36, 78]. Therefore, we propose the Unsupervised BatchNorm Adaptation (UBNA) algorithm (that can be seen as an improved version of AdaBN [36]), which adapts the statistics of the batch normalization (BN) layers to the target domain, while leaving all other model parameters untouched. In contrast to AdaBN [36], we apply a data-independent evaluation protocol after adaptation of the model. Also, we preserve some knowledge from the source domain BN statistics by not replacing these pre-trained parameters entirely with those from the target domain, instead combining them using an exponential BN momentum decay which leads to a significant boost in adaptation performance.

Our contribution with this work is threefold. Firstly, we (i) outline the task of UDA for semantic segmentation without using source domain representations. Secondly, we (ii) present Unsupervised BatchNorm Adaptation (UBNA) as a solution to this task and thereby, thirdly, (iii) enable an online-applicable UDA for semantic segmentation which we show to be operating even in a few-shot learning setup. We achieve a significant improvement over a pre-trained semantic segmentation model without adaptation and we also outperform respective baseline approaches making use of adapting the normalization layers, which we transferred to a comparable setting for semantic segmentation.

2. Related Work

In this section we first discuss UDA and DG approaches for semantic segmentation. Afterwards, we discuss UDA approaches not relying on source domain data, and UDA approaches relying on the use of normalization layers.

**UDA with Source Domain Representations:** Approaches to UDA can be divided into three main categories. Firstly, *style transfer* approaches [16, 18, 38, 75], where the source domain images get altered to match the style of the target domain. Secondly, *domain-adversarial training* [3, 5, 9, 11, 19, 20, 65, 67, 73], where a discriminator network is employed to enforce a domain-invariant feature extraction. Thirdly *self-training*, where pseudo-labels are generated for the target domain samples, which are then used as additional training material [6, 38, 44, 61, 80]. Often methods from all three categories are combined to achieve state-of-the-art results [25, 64, 70, 74, 75, 79]. On the other hand, the approaches of [2, 30, 41, 62, 63, 72] use auxiliary information (e.g., an auxiliary network) from the source domain during adaptation. While this removes the need for source data during adaptation, it imposes the need of additional information about the source domain, which still is a kind of source domain representation. In contrast, we propose an adaptation only relying on a few adaptation steps on few unlabelled target domain data, thereby solving a more constrained task in an efficient fashion.

**Domain Generalization:** Approaches for DG [10, 32, 58, 77] aim at an improvement in the target domain without having access to target domain data. Only few works exist for semantic segmentation [7, 77]. In contrast to DG, we assume the source data to be unavailable. Accordingly, we consider DG methods rather applicable during pre-training but not during adaptation of a given model and without access to source data, which we require in our task definition.

**UDA w/o Source Domain Representations:** Improving the performance of a given model in the target domain without using source domain representations during adaptation is challenging and so far rarely addressed. Most techniques rely on training with pseudo-labels in the target domain, generated by the model pre-trained in the source domain [35, 76]. Additionally, alignment methods for the latent space distribution [34, 39, 76] can be applied. Other approaches apply selection methods for “good” pseudo labels [35]. In a recent approach, Li *et al.* [33] propose to train a class-conditional generator producing target-style data examples. Collaboration of this generator with the prediction model is shown to improve performance in the target domain without the use of source data. So far the mentioned frameworks are formulated only for image classification or object detection, while we address semantic segmentation. Also, our proposed adaptation method is potentially real-time capable and easier to generalize to other tasks as it requires only a few update steps of the BN statistics parameters and does thereby not rely on gradient optimization.

**UDA via Normalization Layers:** Normalization techniques [1, 21, 22, 23, 46, 47, 66, 59, 71] are commonly used in many network architectures. For UDA often new domain-adaptation-specific normalization layers [4, 42, 43, 54, 69] are proposed, *e.g.* Chang *et al.* [4] propose to use domain-specific BN statistics but share all other network parameters. Also, the approach of Xu *et al.* [73] combines adversarial learning with a BN statistics re-estimation in the target domain. In contrast to our method, these approaches
all require training on labeled source data during adaptation.

Other recent works from Li et al. [36, 37] and Zhang et al. [78] show that BN statistics can be re-estimated in the target domain on the entire test set or over batches thereof for performance improvements which also can be seen as a kind of UDA without source domain representations. However, both approaches determine the BN statistics during inference in dependency of all test data, making the performance on one sample depend on (the availability of) the other samples present in the test set or batch. On the other hand, we use a separate adaptation set, removing the inter-image dependency at test time. Also, our UBNA method shows that it is beneficial to use statistics solely from the target domain (as in [36, 37, 78]), but to mix source with target statistics by using an exponentially decaying BN momentum factor. Concurrently, Schneider et al. [57] found similar improvements by mixing statistics from perturbed and clean images for adversarial robustness, which we feel supports our novel finding on the defined UDA task.

3. Revisiting Batch Normalization, Notations

Before we will introduce our UBNA method in Section 4, in this section we briefly revisit the batch normalization (BN) layer and thereby introduce necessary notations. Following the initial formulation from [23], we consider a batch of input feature maps \( f \in \mathbb{R}^{B \times H_t \times W_t \times C_t} \) for the BN layer \( \ell \) with batch size \( B \), height \( H_t \), width \( W_t \), and number of channels \( C_t \). In a convolutional neural network (CNN) each feature \( f_{b,i,c} \in \mathbb{R} \) with batch-internal sample index \( b \in B = \{1, \ldots, B\} \), spatial index \( i \in I_{\ell} = \{1, \ldots, H_t \cdot W_t\} \), and channel index \( c \in C_{\ell} = \{1, \ldots, C_{\ell}\} \) is batch-normalized according to

\[
\hat{f}_{b,i,c} = \gamma_{\ell,c} \cdot (f_{b,i,c} - \mu_{\ell,c}) \cdot (\sigma_{\ell,c}^2 + \epsilon)^{-\frac{1}{2}} + \beta_{\ell,c}.
\]

(1)

Here, \( \gamma_{\ell} = (\gamma_{\ell,c}) \in \mathbb{R}^{C_{\ell}} \) and \( \beta_{\ell} = (\beta_{\ell,c}) \in \mathbb{R}^{C_{\ell}} \) are learnable scaling and shifting parameters, respectively, \( \epsilon \in \mathbb{R} \) is a small number, and \( \mu_{\ell}(c) = (\mu_{\ell,c}) \in \mathbb{R}^{C_{\ell}} \) and \( \sigma_{\ell}(c) = (\sigma_{\ell,c}) \in \mathbb{R}^{C_{\ell}} \) are the computed mean and standard deviation, respectively, over the batch samples \( b \in B \) in layer \( \ell \) and feature map \( c \). Note that in a CNN the statistics are also calculated over the invariant spatial dimension \( \ell \).

At each training step \( k \) a batch \( B \) is taken from the set of training samples. Then, mean \( \hat{\mu}_{\ell,c}^{(k)} \) and standard deviation \( \hat{\sigma}_{\ell,c}^{(k)} \) of the features in the current batch \( B \) are computed as

\[
\hat{\mu}_{\ell,c}^{(k)} = \frac{1}{BH_tW_t} \sum_{b \in B} \sum_{i \in I} f_{b,i,c},
\]

(2)

\[
(\hat{\sigma}_{\ell,c}^{(k)})^2 = \frac{1}{BH_tW_t} \sum_{b \in B} \sum_{i \in I} (f_{b,i,c} - \hat{\mu}_{\ell,c}^{(k)})^2.
\]

(3)

During training, the values from (2) and (3) are directly used in (1), meaning \( \mu_{\ell} = \hat{\mu}_{\ell,c}^{(k)} \) and \( \sigma_{\ell} = \hat{\sigma}_{\ell,c}^{(k)} \). As preparation for inference, however, mean and variance over the training dataset are tracked progressively using (2) and (3) as

\[
\tilde{\mu}_{\ell,c}^{(k)} = (1 - \eta) \cdot \tilde{\mu}_{\ell,c}^{(k-1)} + \eta \cdot \hat{\mu}_{\ell,c}^{(k)},
\]

(4)

\[
(\tilde{\sigma}_{\ell,c}^{(k)})^2 = (1 - \eta) \cdot (\tilde{\sigma}_{\ell,c}^{(k-1)})^2 + \eta \cdot (\hat{\sigma}_{\ell,c}^{(k)})^2,
\]

(5)

where \( \eta \in [0, 1] \) is a momentum parameter. After training for \( K \) steps, the final values from (4) and (5) are used for inference, i.e., \( \mu_{\ell} = \tilde{\mu}_{\ell,c}^{(K)} \) and \( \sigma_{\ell} = \tilde{\sigma}_{\ell,c}^{(K)} \) for the normalization in (1). Note that updating only the BN statistics parameters is computationally not very expensive, as no gradients have to be backpropagated through the network.

4. Task and Method

Here, we define the task of “unsupervised domain adaptation for semantic segmentation without using source domain representations", and describe how we solve it by our Unsupervised BatchNorm Adaptation (UBNA) method.

4.1. UDA w/o Source Domain Representations

The aim of our task is to improve performance of a semantic segmentation model, trained in a source domain \( D^S \), on a target domain \( D^T \). As shown in Fig. 2 on the right hand side in contrast to previous task definitions (left and middle parts), we introduce a two-stage approach consisting of a supervised pre-training stage and an unsupervised adaptation stage.

**Stage 1—Supervised Pre-Training:** In the first stage, the model is trained using image-label pairs \( (x^{D^S}, y^{D^S}) \) from the source domain \( D^S \), yielding the model’s output \( y^{D^S} \). The model is optimized in a supervised fashion using an arbitrary loss between the model’s output \( y^{D^S} \) and the ground truth \( y^{D^S} \). DG methods could also be applied in this stage. After pre-training is finished, the model parameters are passed on to the second stage, the adaptation stage. In particular, neither further explicit information, such as data or labels is passed on, nor any implicit information about the source domain, such as a generator networks.

**Stage 2—Unsupervised Domain Adaptation:** In the second stage only image samples \( x^{D^T} \) from the target domain \( D^T \) are allowed to be used for adaptation of a given pre-trained model, either through some update rule for the pre-trained weights or some unsupervised loss function. Due to the catastrophic forgetting problem in neural networks, this presents a difficult task, as the semantic segmentation performance could be expected to decrease, if the model parameters are changed without keeping the supervision for the semantic segmentation [24, 27].

**Discussion:** Following, we analyze this task in terms of (1) applicability, (2) online capability, and (3) comparability w.r.t. the known tasks of domain generalization (DG) and unsupervised domain adaptation (UDA), as shown in Fig. 2.
Our task is applicable to a given pre-trained model, whenever one has access to target data. This is in contrast to UDA methods requiring simultaneous access to both source and target data (cannot always be granted due to data privacy issues). DG methods on the other hand require access to source data and are therefore applied during pre-training, which is something we consider “out of our hands” for the scope of our adaptation task. This also means that if a model has already been pre-trained and the source data is not available, DG methods cannot be applied, while methods solving our task are still applicable.

Regarding online capability, our task provides the general possibility of online adaptation of a model, whereas solutions to DG as of their definition are offline methods applied in pre-training. UDA, on the other hand, relies on the source data and labels, the model was initially trained on, which also limits their online capability, as usually the source data cannot be stored on the target device.

Regarding comparability, a fair comparison and conclusive analysis w.r.t. DG methods is hardly possible as they use additional source data (cf. Fig. 2), while solutions to our task use additional target data (the latter being available during inference/adaptation!). Therefore, experimental comparison to DG cannot be provided, due to the strong dependence on the chosen additional pre-training/adaptation data. We can, however, compare to UDA techniques using the same pre-training/adaptation data as required by our task. Such methods are of course expected to outperform solutions to our task due to the additional use of labelled source data during adaptation.

4.2. UBNA Learning Approach

Our UBNA approach implements the adaptation (second stage) of our task definition in Fig. 2 (right side) and therefore assumes a pre-trained semantic segmentation model, which is supposed to be adapted to the target domain \( D^T \). Also, our approach assumes that the network contains batch normalization (BN) layers, which were trained as described in Sec. 3. During our UBNA approach, all learnable parameters are kept constant, only the statistics \( \mu_\ell \) and \( \sigma_\ell \) of the BN layers \( \ell \) are adapted.

**Offline Protocol:** For the second (the adaptation) stage, we initialize all statistics parameters using (4) and (5) as

\[
\mu^{(\kappa=0)}_\ell = \mu^{(K)}_\ell, \quad \sigma^{(\kappa=0)}_\ell = \sigma^{(K)}_\ell,
\]

with \( K \) being the last step of the pre-training stage. Modifying the running mean and variance updates from (4) and (5), respectively, by a batch-dependent momentum factor \( \eta^{(\kappa)} \), we update all BN statistics in each adaptation step \( \kappa \) as

\[
\hat{\mu}^{(\kappa)}_{\ell,c} = \left(1 - \eta^{(\kappa)}\right) \cdot \mu^{(\kappa-1)}_{\ell,c} + \eta^{(\kappa)} \cdot \hat{\mu}^{(\kappa)}_{\ell,c},
\]

\[
\hat{\sigma}^{(\kappa)}_{\ell,c} = \left(1 - \eta^{(\kappa)}\right) \cdot \left(\hat{\sigma}^{(\kappa-1)}_{\ell,c}\right)^2 + \eta^{(\kappa)} \cdot \left(\hat{\sigma}^{(\kappa)}_{\ell,c}\right)^2,
\]

with each batch \( B \) being sampled randomly from the target domain. The batch-dependent momentum factor \( \eta^{(\kappa)} \) is...
supposed to achieve a compromise between two conflicting goals: On the one hand, we want to adapt the BN statistics to the target domain. On the other hand, the initial statistics were optimized to the weights performing a task in the source domain, which is why the mismatch between statistics parameters and network weights should not become too large. Conclusively, we choose a decay protocol

$$\eta^{(k)} = \eta^{(0)} \exp\left(-\kappa \cdot \alpha^{\text{BATCH}}\right),$$

(9)
determined by a batch-wise decay factor $\alpha^{\text{BATCH}}$, which adapts the statistics to the target domain in a progressively decaying amount, while still keeping the task-specific knowledge learned during pre-training in the source domain. When using a decay factor of $\alpha^{\text{BATCH}} > 0$, we dub our method UBNA, and if using $\alpha^{\text{BATCH}} = 0$ (no decay), we dub it UBNA$^0$.

**Online Protocol:** Introducing a constraint into our offline protocol, we can derive an online-capable version of our approach. Here, we impose that the batches contain temporally ordered images, such that the adaptation step index $\kappa$ is equal to a time index $t$ [sec] up to a scale factor. Assuming a batch size $B$ and a frame rate $\frac{1}{\Delta N}$ [frames/sec], this constraint can be defined as $\frac{t}{\Delta N} = \kappa \in \mathbb{N}$.

**Layer-Wise Weighting:** Previous approaches (e.g., [49]) indicate that the domain mismatch occurs more strongly in the initial layers. This can be considered by weighting the batch-dependent momentum factor $\eta^{(k)}$ in (9) differently for each BN layer $\ell \in \{1, \ldots, L\}$, with the total number of BN layers $L$, as

$$\eta^{(k)}_{\ell} = \eta^{(k)} \exp\left(-\ell \cdot \alpha^{\text{LAYER}}\right).$$

(10)
The weighting is determined through the factor $\alpha^{\text{LAYER}}$.

If $\alpha^{\text{LAYER}}, \alpha^{\text{BATCH}} > 0$, we dub our method UBNA$^+$, meaning that the statistics parameters in the initial layers are adapted more rapidly than in the later layers. This also follows the idea to further improve the trade-off between adapting to the target domain (with the initial layers) and keeping the task-specific knowledge learned during pre-training in the source domain (in the later layers).

5. Implementation Details

Following, we describe the experimental details of our framework which is implemented in PyTorch [50].

**Datasets:** To pre-train the semantic segmentation models we use the synthetic datasets GTA-5 [53] and SYNTHIA [55], as well as the real dataset Cityscapes [8] as source domains $D^S$ as defined in Tab. 1. For adaptation, we use the training splits of Cityscapes and KITTI as target domains $D^T$. We evaluate on the respective validation sets.

**Network Architecture:** We use an encoder-decoder architecture with skip connections as in [15, 29], where we modify the last layer to have 19 feature maps, which are converted to pixel-wise class probabilities using a softmax function. For comparability to previous works [25, 70, 75], the encoder is based on the commonly used ResNet [17] and VGG-16 [60] architectures, (pre-)pre-trained on ImageNet [56]. If not mentioned otherwise, we use VGG-16.

**Training Details:** For pre-training, we resize all images to a resolution of $1024 \times 576$, $1024 \times 608$, and $1024 \times 512$ for images from GTA-5, SYNTHIA, and Cityscapes, respectively. Afterwards, we randomly crop to a resolution of $640 \times 192$. We apply horizontal flipping, random brightness (±0.2), contrast (±0.2), saturation (±0.2) and hue (±0.1) transformations as input augmentations. We pre-train our segmentation models for 20 epochs (1 epoch corresponds to approximately 10,000 training steps) with the ADAM optimizer [26], a batch size of 12, and a learning rate of $10^{-4}$, which is reduced to $10^{-5}$ after 15 epochs. For adaptation we use resolutions of $1024 \times 512$ and $1024 \times 320$ for Cityscapes and KITTI, respectively. Here, we use a batch size of 6 but only adapt for 50 steps. Our first setting introduces a constant momentum factor $\eta^{(0)} = 0.1$, which we dub UBNA$^0$ ($\eta^{(0)} = 0.1, \alpha^{\text{BATCH}} = \alpha^{\text{LAYER}} = 0$). For our UBNA model we use a batch-wise decay factor of $\alpha^{\text{BATCH}} = 0.08$ ($\eta^{(0)} = 0.1, \alpha^{\text{BATCH}} = 0.08, \alpha^{\text{LAYER}} = 0$). Additionally, we apply the layer-wise weighting of our UBNA$^+$ method, which, however, requires target-domain-specific tuning of hyperparameters: $\eta^{(0)} = 0.1, \alpha^{\text{BATCH}} = 0.08, \alpha^{\text{LAYER}} = 0.03$ when adapting to Cityscapes, and $\eta^{(0)} = 0.1, \alpha^{\text{BATCH}} = 0.08, \alpha^{\text{LAYER}} = 0.3$ when adapting to KITTI. As common for UDA methods, we determined optimal hyperparameters on target domain validation sets. An analysis is given in the supplementary.

**Evaluation Metrics:** The semantic segmentation is evaluated using the mean intersection over union (mIoU) [12], which is computed considering the classes defined in [8]. We evaluate over all 19 defined classes, except for models, which have been pre-trained on SYNTHIA. Here, we follow [31, 68] and evaluate over subsets of 13 and 16 classes. We also evaluate the per-class intersection over union (IoU).

6. Experimental Evaluation

To evaluate our method, we start by comparing our approach to other approaches that make use of adapting the BN layers, and to standard UDA approaches using source data supervision during adaptation. Afterwards, we show

---

**Table 1. Number of used images** in the databases for pre-training (source domain $D^S$) and adaptation (target domain $D^T$).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Domain</th>
<th>Train or adapt</th>
<th>Validate</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTA-5 [53]</td>
<td>$D^S$</td>
<td>24,966</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SYNTHIA [55]</td>
<td>$D^S$</td>
<td>9,400</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cityscapes  [8]</td>
<td>$D^S$</td>
<td>2,975</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cityscapes  [8]</td>
<td>$D^T$</td>
<td>89,250</td>
<td>500</td>
<td>1,525</td>
</tr>
<tr>
<td>KITTI [14, 45]</td>
<td>$D^T$</td>
<td>29,000</td>
<td>200</td>
<td>200</td>
</tr>
</tbody>
</table>
the online and few-shot capability of UBNA and an extensive ablation study over different network architectures.

6.1. Comparison to Normalization Approaches

While for semantic segmentation no baseline approaches exist that we could report on our task, we still want to facilitate a comparison. Therefore, we reimplemented the approaches of Li et al. (AdaBN, [36]), who effectively recalculate the statistics of the BN layers on the target domain, and Zhang et al. [78], who evaluate using the statistics from just a single batch of images during testing. Due to fairness for AdaBN, [36] we also used the adaptation dataset to determine the target domain statistics, while for Zhang et al. [78] this was not possible due to the batch-wise normalization. As can be seen in Tab. 2 and Fig. 3, both baseline approaches are able to improve the model performance in the target domain. On the other hand, a simple experiment with constant BN momentum (UBNA0) in Fig. 3 shows that after a few batches there is a maximum in performance, which is a typical behaviour we observed on all considered datasets (cf. supplementary material). UBNA0 exceeds baseline performance on the SYNTHIA to Cityscapes but not on the GTA-5 to Cityscapes adaptation, yet indicating that it is beneficial not to discard the source domain statistics entirely. As UBNA0 does not show stable convergence, we propose our UBNA and UBNA+ methods both achieving a stable convergence to some maximum performance after $\kappa = 50$ steps by using a decaying BN momentum factor as described in (9). Interestingly, the hyperparameter $\alpha^{\text{BATCH}} = 0.08$ can be determined independently of the used dataset combination which shows the general applicability of UBNA. We outperform all baseline approaches on all used dataset combinations as can be seen in Tab. 2.

6.2. Comparison to UDA Approaches

Another type of comparison can be drawn to standard UDA approaches, which we present for the widely accepted standard benchmarks GTA-5 to Cityscapes and SYNTHIA to Cityscapes in Table 3. We would like to emphasize here that the white and gray parts in these tables are not completely comparable, as standard UDA approaches (white parts) make use of source data (cf. middle task in Fig. 2) during the adaptation, while our approach does not make use of this supervision (cf. right task in Fig. 2). Still, some conclusions can be drawn: Firstly, the improvement and final performance of our model is not as high as for standard UDA approaches, which is to be expected due to our much more constrained task of an adaptation without source data, where UDA approaches are not even applicable. Secondly, Tab. 3 shows that we improve the baselines without adaptation by 5.0% and 4.6%/5.8%, absolute on the two adaptations from GTA-5 to Cityscapes and SYNTHIA to Cityscapes, respectively. Moreover, our UBNA+ model improves the baseline in the respective single classes in 16 out of 19 and 12 out of 16 cases in terms of IoU, which shows a pretty consistent improvement for the majority of classes. Accordingly, our method still significantly improves a baseline trained without any adaptation. For a more detailed qualitative discussion, we refer to the supplementary. In conclusion, these observations show a trade-off between final performance and usage of labelled source data during adaptation compared to UDA approaches.

6.3. Few-Shot Capability

To investigate how many target domain images are necessary for a successful adaptation, we use only a single image batch for 50 steps of adaptation and thereby show that our method is indeed few-shot capable. For these experiments we chose the best performing method UBNA+. In Tab. 4 we show results for a network adapted with only $B = 1, 2, 3, 5, \text{ or } 10$ images in the batch. As we suspected that the choice of images might have a significant

<table>
<thead>
<tr>
<th>Method</th>
<th>Source data during adaptation</th>
<th>$D^S$: SYNTHIA mIoU (%) (16 classes)</th>
<th>$D^S$: GTA-5 mIoU (%) (19 classes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No adaptation</td>
<td>-</td>
<td>30.0</td>
<td>31.5</td>
</tr>
<tr>
<td>Li et al. [36]</td>
<td>no</td>
<td>31.2</td>
<td>34.7</td>
</tr>
<tr>
<td>Zhang et al. [78]</td>
<td>no</td>
<td>31.5</td>
<td>34.6</td>
</tr>
<tr>
<td>UBNA0</td>
<td>no</td>
<td>32.6</td>
<td>33.9</td>
</tr>
<tr>
<td>UBNA</td>
<td>no</td>
<td>34.4</td>
<td>36.1</td>
</tr>
<tr>
<td>UBNA+</td>
<td>no</td>
<td>34.6</td>
<td>36.5</td>
</tr>
</tbody>
</table>
### Table 3. Comparison to UDA: Performance of UBNA and UBNA⁺ (right task, Fig. 2) in comparison to UDA methods (center task, Fig. 2) on the Cityscapes validation set for the adaptation from GTA-5 ($D^g$) to Cityscapes ($D^f$) (upper part) and SYNTHIA ($D^d$) to Cityscapes ($D^f$) (lower part). We evaluate VGG-16-based models, compare different methods (second column, values from the respective papers), show if they use labeled source data during UDA (third column), evaluate the class-wise IoU performance (%), and give an mIoU (%) over 19 classes. For SYNTHIA we evaluate over 16 classes (excluding classes marked with *) and over 13 classes (excluding classes marked with **) as is common in the field [31, 67]. Best results for UDA with and w/o source data, respectively, are printed in boldface.

<table>
<thead>
<tr>
<th>Source data</th>
<th>Method</th>
<th>Source data during adaptation</th>
<th>mIoU (%) (16 classes)</th>
<th>mIoU (%) (19 classes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTA-5</td>
<td>Vu et al. [67]</td>
<td>yes</td>
<td>86.9</td>
<td>28.7</td>
</tr>
<tr>
<td></td>
<td>Dong et al. [9]</td>
<td>yes</td>
<td>89.8</td>
<td>46.1</td>
</tr>
<tr>
<td></td>
<td>Yang et al. [74]</td>
<td>yes</td>
<td>90.1</td>
<td>41.2</td>
</tr>
<tr>
<td></td>
<td>No adaptation</td>
<td>-</td>
<td>55.8</td>
<td>21.9</td>
</tr>
<tr>
<td></td>
<td>UBNA</td>
<td>no</td>
<td>80.8</td>
<td>29.4</td>
</tr>
<tr>
<td></td>
<td>UBNA⁺</td>
<td>no</td>
<td>79.9</td>
<td>29.9</td>
</tr>
<tr>
<td>SYNTHIA</td>
<td>Lee et al. [31]</td>
<td>yes</td>
<td>71.1</td>
<td>29.8</td>
</tr>
<tr>
<td></td>
<td>Dong et al. [9]</td>
<td>yes</td>
<td>70.9</td>
<td>30.5</td>
</tr>
<tr>
<td></td>
<td>Yang et al. [74]</td>
<td>yes</td>
<td>73.7</td>
<td>29.6</td>
</tr>
<tr>
<td></td>
<td>No adaptation</td>
<td>-</td>
<td>49.4</td>
<td>20.8</td>
</tr>
<tr>
<td></td>
<td>UBNA</td>
<td>no</td>
<td>72.3</td>
<td>26.6</td>
</tr>
<tr>
<td></td>
<td>UBNA⁺</td>
<td>no</td>
<td>71.5</td>
<td>27.3</td>
</tr>
</tbody>
</table>

### Table 4. Few-shot adaptation: Performance of UBNA⁺ on the Cityscapes validation set for the adaptation from SYNTHIA ($D^d$, top row) or GTA-5 ($D^g$, bottom row) to Cityscapes ($D^f$) for different numbers of total images used for adaptation (average over 10 different experiments). Results after the 50th adaptation step, where in a single experiment the same batch is used in all adaptation steps, showing the few-shot capability of our approach.

<table>
<thead>
<tr>
<th># of images $B$ per batch</th>
<th>mIoU (%) (16 classes)</th>
<th>mIoU (%) (19 classes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>30.0</td>
<td>33.1</td>
</tr>
<tr>
<td></td>
<td>31.0</td>
<td>34.9</td>
</tr>
</tbody>
</table>

### Table 5. Online adaptation: Performance of UBNA⁺ on the Cityscapes validation set for the adaptation from SYNTHIA ($D^d$, top row) or GTA-5 ($D^g$, bottom row) to Cityscapes ($D^f$), where the adaptation images are sequentially taken from a video. Results after the 50th adaptation step, whereby the adaptation batches contain temporally ordered images from a video sequence, showing the online applicability of our approach.

<table>
<thead>
<tr>
<th># of images $B$ per batch</th>
<th>mIoU (%) (16 classes)</th>
<th>mIoU (%) (19 classes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>30.0</td>
<td>33.7</td>
</tr>
<tr>
<td></td>
<td>31.0</td>
<td>35.6</td>
</tr>
</tbody>
</table>

impact on the final result, the results in Tab. 4 are averaged over 10 different experiments. Here, on average, we can observe performance improvements even for the adaptation with a single image (see supplementary for more detailed results). Indeed, one can observe a significant and consistent improvement in any of the 10 experiments with an average improvement from 3% to about 5% absolute, which shows our method’s few-shot capability.

### 6.4. Online (i.e., Video Adaptation) Capability

As our method does not require the source dataset to be available during adaptation, we are able to adapt the segmentation network in an online setting using sequential images from a video. As our target domain adaptation data we use the video from Stuttgart (images in sequential order), which is provided as part of the Cityscapes dataset [8]. Tab. 5 gives UBNA⁺ results when using different numbers of sequential images per batch, meaning that the total number of sequential images is proportional to the batch size, while we adapt for 50 steps in all experiments. We observe that in all experiments we can improve the baseline by about 3% to 4% absolute. Also, using the VGG-16 backbone, inference of the segmentation network with or without UBNA is realtime-capable with 23 fps on an NVIDIA GeForce GTX 1080 Ti graphics card, since the computational effort to update of the BN statistics using (7) and (8) is negligible. The frame rate of Cityscapes is about 16.66 fps, accordingly a UBNA model utilizing a VGG-16 backbone would be real-time-capable consuming only $\frac{16.66}{23} = 73\%$ of the available GPU computation power.

### 6.5. Ablation Studies

While our main experiments were carried out in the commonly used synthetic-to-real settings, we also want to show the generalizability of our method to a real-to-real setting from Cityscapes ($D^g$) to KITTI ($D^f$) and across different architectures, which we showcase in Tab. 6. We compare our non-adapted models with our adapted versions for several VGG and ResNet architectures and achieve significant improvements when applying our UBNA and UBNA⁺ methods. It is important to note that we used the same hyperparameters for all adaptations, which under-
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Table 6. Network topology ablation: Performance of UBNA\(^0\), UBNA, and UBNA\(^+\) on the KITTI validation set for the adaptation from Cityscapes (\(D^S\)) to KITTI (\(D^T\)) for various network topologies; best results for each network topology in boldface.

<table>
<thead>
<tr>
<th>Network</th>
<th>No adaptation</th>
<th>UBNA(^0)</th>
<th>UBNA</th>
<th>UBNA(^+)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>51.1</td>
<td>55.9</td>
<td>57.1</td>
<td>58.4</td>
</tr>
<tr>
<td>VGG-19</td>
<td>53.7</td>
<td>54.2</td>
<td>58.6</td>
<td>60.2</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>49.9</td>
<td>52.0</td>
<td>55.5</td>
<td>58.1</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>54.7</td>
<td>56.7</td>
<td>58.2</td>
<td>60.3</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>46.9</td>
<td>56.1</td>
<td>56.4</td>
<td>56.9</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>51.9</td>
<td>54.5</td>
<td>57.1</td>
<td>58.2</td>
</tr>
</tbody>
</table>

Table 7. Test set generalization: Performance of UBNA\(^0\), UBNA, and UBNA\(^+\) on the KITTI validation and test set when adapting from Cityscapes (\(D^S\)) to KITTI (\(D^T\)): ResNet-34.

<table>
<thead>
<tr>
<th>Method</th>
<th>Source data during adaptation</th>
<th>mIoU (%) on val. set (19 classes)</th>
<th>mIoU (%) on test set (19 classes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No adaptation</td>
<td>-</td>
<td>54.7</td>
<td>48.9</td>
</tr>
<tr>
<td>UBNA(^0)</td>
<td>no</td>
<td>56.7</td>
<td>52.3</td>
</tr>
<tr>
<td>UBNA</td>
<td>no</td>
<td>58.2</td>
<td>53.5</td>
</tr>
<tr>
<td>UBNA(^+)</td>
<td>no</td>
<td>60.3</td>
<td>55.0</td>
</tr>
</tbody>
</table>

lines generalizability of our methods across different network architectures (all UBNA methods) and dataset choices (UBNA\(^0\), UBNA). Moreover, UBNA\(^+\) yields improved results compared to UBNA for all network architectures by using the layer-wise weighting from (10). Thereby, our best model utilizing a ResNet-34 backbone achieves an impressive mIoU of 60.3% without using any source data during adaptation. While the UBNA\(^+\) works consistently better in the real-to-real setting, the performance gains in the synthetic-to-real settings are rather small (cf. supplementary material). We suspect that with a larger domain gap, an adaptation focusing only on initial layers is not sufficient.

Finally, we evaluate and compare our best model (ResNet-34) on the KITTI benchmark in Tab. 7. We observe that the improvements of the different variants of our UBNA method over the no adaptation baseline are reproducible on the test set, which we did not use during any of the other experiments, again underline the generalizability of our hyperparameter setting.

6.6. Sequential Domain Adaptation

While in UDA the primary focus is mostly on a single adaptation to the target domain, it is also of interest to investigate, to what extent this process can be reversed as, e.g., the model should be adapted from day to night and back to day during deployment. As for GTA-5 and SYNTHIA usually the entire dataset is used for training, for this study we use an adaptation setting from Cityscapes to KITTI, where we have available validation sets in both domains and evaluate our VGG-16-based model (cf. Tab. 6) when adapting with UBNA\(^+\). Fig. 4 shows that while the performance on KITTI (\(D^T\)) improves by about 7%, the performance on Cityscapes (\(D^S\)) decreases by only 3%. Interestingly, this effect can even be reversed to a large extent when adapting back to Cityscapes, and even another time, when adapting back to KITTI. This indicates that our approach can be used in a sequential fashion to continuously adapt between two domains as long as the time of domain switch is known (this is needed to re-initialize the momentum factor in (10)).

7. Conclusions

In this work we present the task of “unsupervised domain adaptation (UDA) for semantic segmentation without using source domain representations” and propose our novel Unsupervised BatchNorm Adaptation (UBNA) method as a solution. We show that UBNA works in various settings for UDA, specifically GTA-5 to Cityscapes, SYNTHIA to Cityscapes, and Cityscapes to KITTI, where we improve the VGG-16-based baseline by 5.0%, 4.6%/5.8%, and 7.3% absolute, respectively, without the use of any source domain representations for adaptation. We also outperform various baseline approaches, making use of adapting the normalization layers and show that our approach is applicable in an online setting and in a few-shot fashion. Our approach can be beneficial as long as the considered network architecture utilizes batch normalization layers. Under this condition, our UBNA method generalizes over 3 dataset combinations and 6 network architectures by using the same set of hyperparameters, while results can be further improved with UBNA\(^+\) and dataset-specific hyperparameters. Also, we expect that our method is potentially generalizable to other computer vision tasks and that a combination of our method with domain generalization helps improving further.
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