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Abstract

Current video/action understanding systems have
demonstrated impressive performance on large recognition
tasks. However, they might be limiting themselves to
learning to recognize spatiotemporal patterns, rather than
attempting to thoroughly understand the actions. To spur
progress in the direction of a more comprehensive under-
standing of videos, we introduce the task of win-fail action
recognition — differentiating between successful and failed
attempts at various activities. We introduce a first of its kind
paired win-fail action understanding dataset with samples
from the following domains: “General Stunts,” “Internet
Wins-Fails,” “Trick Shots,” & “Party Games.” Unlike exist-
ing action recognition datasets, intra-class variation is high
making the task challenging, yet feasible. Using a battery
of experiments, including a novel video retrieval test, we
systematically analyze the characteristics of our win-fail
task/dataset, and determine its suitability to serve as a
video understanding problem benchmark. While current
prototypical action recognition methods work well on our
task/dataset, they still leave a large gap to achieve high per-
formance. We hope to motivate more work towards the true
understanding of actions/videos. Dataset will be available
from: https://github.com/ParitoshParmar/
Win-Fail-Action-Recognition.

1. Introduction
Action recognition, which can be defined as the task of

identifying various action classes in videos, has thus far
been used as a representative task for video understand-
ing. Video action recognition involves the processing of
spatiotemporal data, and extracting low-dimensional spa-
tiotemporal signatures from video volumes. Based on these
signatures, probabilities of action classes are determined.

We make two observations regarding the task of ac-
tion recognition. Firstly, while current action recognition
datasets, like UCF101, HMDB51, Kinetics, Sports1M, etc.,
have focused on increasing their dataset sizes and cover-
ing a larger number of classes, samples in those datasets

Figure 1: Illustration of intra-class variance (along
columns, not rows) in a typical action recognition dataset
vs. in our action understanding dataset. (Left) Sam-
ples from two randomly chosen classes, Basketball (BB)
and TennisSwing (TS), from a typical action recognition
dataset. (Right) Samples from ours newly compiled dataset,
which has two action classes: wins and fails. As can be
seen, the typical action recognition dataset does not have
much intra-class variance, because of which action recog-
nition is reduced to a pattern recognition problem. Please
view in an Adobe Reader to play videos.

exhibit low intra-action-class variance in their spatiotempo-
ral signatures. For example, all of the samples from ac-
tion class BasketBall contain identical spatiotemporal sig-
natures, like people holding a basketball with their hands,
and trying to throw it into the basket (refer to Fig. 1); or
as another example, all the samples from action class Ten-
nisSwing contain people holding a tennis racquet in their
hand, and moving their arm. As a result, action recogni-
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tion has, so far, been limited to cases where spatiotemporal
signatures within individual action classes remain identical.
Secondly, action sequences are not complex, although this
trend is starting to increase with the introduction of datasets
like Something-Something. However, overall, and as a con-
sequence of the first shortcoming, the datasets do not re-
quire video understanding models to reason: e.g., trying to
draw logical inferences about the actors’ goals by piecing
together contextual (including human-object interactions)
and human-movement cues as the video progresses, to de-
termine whether the actor/s were able to accomplish what
they set out to do.

This raises a question as to, if the current video/action
understanding systems make an attempt to really understand
the action, or if they limit themselves to identifying spa-
tiotemporal patterns. We believe that current video under-
standing boils down to a pattern recognition problem. We
are not conveying that action recognition is not needed or
is unimportant, rather we view action recognition as a very
important initial task. However, solely focusing on develop-
ing in the direction of action recognition might be limiting
in nature. Therefore, in order to encourage action under-
standing systems to gain a holistic understanding of human
actions, we slightly redefine the task of action recognition as
it currently stands. Instead of differentiating among action
classes, we propose to repurpose the task of (action) recog-
nition to differentiating between the concepts of winning
and failing. Winning can be defined as completing a task
that the human set out to do, while failing can be defined
when human is not able to complete the task. For exam-
ple, successfully flipping a cup, putting a basketball in the
basket, or being able to walk on one’s hands, etc. are consid-
ered as wins, while not successfully flipping a cup, throw-
ing a basketball that does not go into the basket, or trying
to walk on one’s hands but instead falling over, are consid-
ered as fails. As one can imagine, & see in Fig. 1, that
the spatiotemporal signatures within the samples are very
different, yet represent the same concepts. A naive way to
increase intra-class variance would be to consolidate mul-
tiple action classes from current datasets under one super-
class. For example, treat classes 1-50 from UCF101 [41] as
super-class-1, and action classes 51-101 as super-class-2.
However, in that way, the super-classes would not be con-
nected to each other or hold meaning at a semantic level,
and thus, this approach would not make much sense.

Humans, even as young as a year old, are able to infer
and/or reason about the goals of others’ actions from experi-
ence, contextual cues, kinematic cues, etc. [2,11,40,47,48].
They are able to perceive the difficulty of a task/action
[10, 13, 16], and tend to put more value on actions that are
more difficult or require perceivably more effort [21]. In
fact, in Olympic events like diving and gymnastic vaulting,
the scores are directly proportional to the degree of diffi-

culty of the actions. It has been shown that the degree of
difficulty can be measured from videos [26, 37]. Therefore,
when observing competitive scenarios (where participants
are trying to gain the maximum score), even when the game
rules, or a task descriptions are not explicitly intimated to
humans, they may still be able to figure them out by reason-
ing about what action sequence might be more difficult to
execute, and consequently, decide if an action instance was
a win or fail. We aim to give our models this kind of com-
prehensive understanding through learning general notions
of win and fail actions in videos in simplified setting.

Our contributions can be summarized as:

• We first bring to light the problem with current video
understanding works that they use only surface-level
action recognition task as the benchmark task. To that
end, we introduce a novel task of win-fail recogni-
tion, which requires models to understand videos com-
prehensively, linking together various contextual and
human-movement cues from start to finish in a sequen-
tial manner.

• To facilitate our task, we introduce a new, carefully
curated dataset, which contains paired samples of wins
and fails from various domains.

• We found that using standalone recognition approach
(typically used in action recognition) had very poor
performance, only slightly better than random predic-
tion. To that end, we proposed a pair-wise recog-
nition approach which performed significantly better
than standalone approach.

Applications: Our task/dataset can potentially be useful
in scenarios like: 1) Safety monitoring for Children, Elderly,
Factories/Workplace; 2) anomaly detection; 3) scene under-
standing; 4) Video recommendation; 5) Video retrieval.

2. Related Work
Action recognition datasets: Datasets can be divided into
the following categories: 1) short-term temporal dynam-
ics (UCF101 [41], HMDB51 [22], Kinetics [3]), where ac-
tions can be classified from a single or very few frames,
or even the background; 2) long-term temporal dynam-
ics (Something-Something [15], Diving48 [27], MTLAQA
[35], Epic-Kitchens [5], Jester [31], etc.); 3) coarse-grained
(UCF101, Kinetics, etc.); and 4) fine-grained (Diving48,
MTLAQA, etc.). Unlike in coarse-grained action classifi-
cation, actions in fine-grained classification category have
very subtle differences between signature action patterns.

Regardless of how we group current action datasets, the
task ultimately remains same – to learn the spatiotempo-
ral signatures pertaining to each action class. Note that,
longer temporal dynamics (for example, counting somer-
saults in [27, 35] or differentiating between pulling and
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pushing in [15]) do not necessarily require comprehensive
understanding of videos/actions. From earlier action recog-
nition days to the present, the focus, thus far, has been to
increase the dataset size and increase the number of ac-
tion classes. We believe this limits the models from gain-
ing holistic understanding of what is happening in front of
a camera. Therefore, instead, we focus on increasing the
intra-class variance.

Our work can also be considered closer in spirit
to [14], which builds a video dataset with fully observ-
able and controllable object and scene bias, and which
truly requires spatiotemporal understanding in order to
be solved. Our task and dataset are different in several
ways, such as: ours is real world dataset; have humans
performing actions/avtivities; objects in our dataset have
purposes/meaning, etc.

Action recognition models: Unlike in image recognition,
where a decision is made based on a single image, in a video
understanding task, modeling temporal relationships is cru-
cial. Some of the earlier deep learning based action recogni-
tion works, which considered multiple frames to do recog-
nition include works like [7, 19, 52].

TSN [45] proposes a very simple, yet effective approach
of sampling a few frames from the entire video and pro-
cessing these frames individually to extract frame-wise fea-
tures. Frame-level features are then combined using an ag-
gregation scheme to get video-level representation. The au-
thors found averaging to work the best. Averaging is ac-
tually temporal order agnostic, which indicates that action
recognition tasks on datasets like UCF101, HMDB51, and
Kinetics do not really demand temporal modeling.

The introduction of datasets like Something-Something,
in which temporal order of frames matter (e.g. recogniz-
ing pushing vs. pulling something), motivated works like
TRN [55], which proposed a temporal reasoning module.
While TRN worked by modeling/discovering temporal re-
lations from extracted features, TSM [29] aimed extracting
temporal relations in the CNN backbone at a lower compu-
tational cost. Some works like [12, 49] propose approaches
to combine short-term and long-term features.

Other works propose approaches that improve focus on
the human actor, either by jointly estimating the pose of the
actor [30, 54], or by modeling the relationship between the
actor and objects [42].

We employ developments in designing our models, and
then compare them to see what works and what does not
work on our dataset.

AQA/skills assessment: AQA [24,25,32–35,37,39,43,44,
46,50,51,53] is another action analysis task, which involves
quantifying how well an action was performed. Similar in
nature is the task of skills assessment [8,9,28,36]. Like ac-

Action domain No. of pairs Avg. len. (# fr.; s)

General stunts 122 96; 3.83
Internet wins-fails 258 112; 4.46
Trickshots 135 66; 2.62
Party games 302 62; 2.48

Overall 817 84; 3.33

Table 1: Dataset details.

tion recognition, the task still comes to learning and/or rec-
ognizing spatiotemporal patterns, although it is more fine-
grained than action recognition. In addition to recognizing
patterns, AQA/SA also involves valuation of those patterns.

In AQA, examples of these patterns include keeping legs
straight in pike position, stable landing, tight form in tuck
position, etc.; in SA, examples of these patterns include, not
stretching tissues too much, handling them carefully, etc.
We do note that there is an association between AQA/SA
and win-fail recognition, in that higher skills-levels are
generally associated with wins, and lower skills-levels
are associated with fails. However, our work is different
from these works, in that while these works propose
action-specific approaches, our core idea is to increase
intraclass variance among samples – our dataset contains
four different domains – in order to encourage models to
understand actions thoroughly, beyond surface-level pattern
recognition; action sequences in our dataset are much more
complex. Parmar et al. [33] have proposed learning a single
AQA model across multiple actions, resulting in more
intra-class variance, but the goal of their work was to learn
shared action quality elements more efficiently, while our
goal in considering multiple domains is to gain an actual
understanding of the actions.

Visual concept learning: We find that works by Binder et
al. [1], Zhou et al. [56], and Chesneau et al. [4] are clos-
est to ours. While [1, 56] focus on recognizing more com-
plex visual concepts, beyond objects in image domain, we
introduce win-fail recognition in the video domain for com-
prehensive human action understanding. Chesneau et al. [4]
address recognizing concepts like ‘Birthday Party,’ ‘Groom-
ing an Animal,’ and ‘Unstuck a Vehicle’ in web videos.
However, these concepts do not have large intra-class vari-
ance like ours, and are less complex and challenging than
ours.

3. Win-Fail Action Recognition Dataset

To address the previously mentioned limitations of cur-
rent action recognition datasets and to facilitate our new
task of win-fail action recognition task, we introduce a
novel Win-Fail action recognition dataset. The Win-Fail
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dataset has the following characteristics: 1) a large variance
in the structure of the task (both in action and context) and
in the semantic definitions of wins and fails across samples;
and 2) action sequences that are complex but at the same
time win/fail recognition task is feasible. It is possible to
identify winning/failing through reasoning on human move-
ments and context (including actor-object interactions, etc.),
without requiring external knowledge. For example, we do
not include games of chess in our dataset since it requires
knowledge of game mechanics. Since identifying wins and
fails in standalone fashion may be overly difficult, we col-
lect paired win and fail samples: i.e. for every win action
instance, we have provided a fail version of that action in-
stance. We collected data samples from following domains.
Examples from all the domain are shown in Supplemen-
tary Material1 in Fig. 3.

1. General Stunts (GS): Actions from this domain re-
semble stunts similar to those seen in movies or ar-
bitrarily choreographed stunts. To collect data sam-
ples from this domain, we made use of paired compila-
tions released by the stunt artists themselves. In these
paired compilations, they include and specifically in-
dicate their failed and successful attempts at various
stunt routines. Failures can be attributed to factors
like: miscalculation in placement of limbs, imbalance,
erroneous landing, not able to securely grip handles,
etc. In the samples from this domain, people can be
seen working/interacting with large objects like truck
tires, foam plyo boxes, chutes, ladders, etc. Action se-
quences are mainly comprised of a single actor.

2. Internet Wins-Fails (IWF): This is a popular cate-
gory of videos on YouTube, where people attempt to
do all sorts of things like walking on their hands, pole
dancing, cycling at high speed through forests, skate-
boarding, hulahooping, etc. We collected pairs of wins
and fails of people trying to these things. Note that
these types of compilations many times include cases
where mishaps happen because of some other person’s
mistake or some objects’ failure (breaking off, falling,
etc.). We did not include those kinds of samples; we
only include samples where the wins and fails are out-
comes of the efforts of the person under consideration.
We also did not included cases where the person was
affected due to factors outside of their control. Ex-
amples of samples omitted are: a fan unexpectedly
falls on a person working at their desk; or a pole be-
comes loose and comes off, while a pole dancer is
using it. These kinds of videos may not require the
actual understanding of actions, and may simply be
classified by detecting the sudden increase in the video
speed/motion magnitude.

1With the permission of organizers, Supplementary material or
https://arxiv.org/abs/2102.07355.

Reasons for failure include errors in planning, aim-
ing, perception/judgement, or execution; lack of
skills/ability/strength (unlike in general stunts, actors
are not always trained), etc. In this domain, actors can
be seen interacting with large to medium sized objects
such as skateboards, bicycles, hulahoops, skis, ropes,
poles, exercise balls, etc. Action sequences mainly in-
volves a single person.

3. Trick-shots (TS): This is another popular category of
videos on YouTube, where people try to do things that
are extremely difficult to perform. Examples include
throwing compact disc into a very slim opening from
a distance; generally, this requires many attempts be-
fore one succeeds. We compiled samples from failure
footage and corresponding successful attempts. Ob-
jects used are medium to small sized such as, basket-
balls, spoons, bags, bottles, food items, cellphones,
cups, etc. Unlike previous domains, the choreography
of the action sequences in this domain is not limited to
a single actor, and may involve the coordinated perfor-
mance of two actors.

4. Party Games (PG): Parties/social gatherings/get-
togethers generally have a series of games. We col-
lected pairs of failed and successful attempts at nu-
merous indoor party games. We only selected games
that are short (∼ 2.5 secs), and where win/fail can be
recognized. Actors can be seen interacting with small
sized objects like cups, pencils, ping-pong balls, etc.
Action sequences mainly involve a single actor, al-
though unlike other domains, human spectators can be
seen in the background standing steadily or moving.

Excluding telltale signs: Sometimes, actors might be be-
having joyously (after winning), or acting disappointed (af-
ter failing), which might give enough clue to the models to
correctly predict win or fail without actually needing to un-
derstand the whole action sequence. There could be other
signs as well. Therefore, during data collection, we made
sure to not include any such signs in our action sequences.

All of the videos are of high resolution – 720p. Further
specifications about our dataset are provided in Table 1.

4. Experiments
In this section, we systematically determine the charac-

teristics of our dataset, then provide baselines and sugges-
tions for future efforts.

Models 2: We used a CNN (G) to compute spatial fea-
tures, followed by a temporal modeling module3 (TMM)

2For diagrams of all models, please refer to the Supplementary mate-
rial or https://arxiv.org/abs/2102.07355.

3In this paper, we alternately use terms: temporal modeling module,
aggregation scheme, and consensus scheme.
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(F ) to compute temporal relationships from spatial features
from G. In particular, we considered temporal order ag-
nostic (averaging activations from G, and further processed
through fc layers) and temporal order respecting (LSTM
[18] and TRN [55]) as our temporal models.

We used cross-entropy loss, L as the objective function
to train the networks. Let xi and yi be the predicted and
ground-truth labels, then,

L = − 1

N

N∑
i=1

yilogxi (1)

We experimented with the following two approaches for
the win-fail action recognition task:

1. Individual/standalone analysis: this is identical to
any typical image/action classification, where we pro-
cess the images/video-clip through a network, and it
predicts the class (win or fail in our case). xi =
H(F (G(V ))), where, V is input video frames in the
case G is a 2D-CNN, or it is video clips if G is a 3D-
CNN; and H represents a linear layer. This is a binary
classification problem: xi, yi ∈ {0, 1}.

2. Pairwise analysis: In this approach, we are able
to leverage the pairwise nature of our dataset using
a siamese setup. Let Va and Vb represent two in-
put videos, then, xi = H(C(F (G(Va)), F (G(Vb)))),
where, C is the concatenation operation. We allow
Va = Vb to incorporate the individual/standalone anal-
ysis of samples. We see pairwise loss as an aid to the
learning process. In all, pairwise analysis is a four-way
classification problem: xi, yi ∈ {00, 01, 10, 11}.

Implementation details: We used PyTorch [38] to im-
plement all of our models. We used 2D ResNet-18 [17]
pretrained on ImageNet [6] as our CNN, unless mentioned
otherwise. We trained all of our models for 100 epochs
using ADAM [20] as our optimizer, with a learning
rate of 1e-4, and a batchsize of 5. This also helped in
keeping hyperparameter tuning to a minimum. We used a
LSTM module with a hidden state of size 256. For a fair
comparison with LSTM, for the averaging case, we further
add fully-connected layers after the averaging operation.
Unless specified otherwise, we uniformly sampled 16
frames from entire video sample sequences and employed
our pairwise approach. We resized all of the videos to a
resolution of 320× 240 pixels, and applied center cropping
(224 × 224 pixels); during the training phase, we also
applied horizontal flipping. Center-cropping also removes
branding/watermarking, which may give out the win/fail
class, and may allow the network to take shortcuts.

Metric: Unless specified otherwise, we report overall
accuracy in percentage.

Temporal model Train:Test ratios
10:90 30:70 50:50 70:30

AVG. 44.63 61.76 69.01 71.33
LSTM 48.10 68.88 72.56 77.04

(a)

GS IWF TS PG

+13.00 +9.75 +0.25 +5.50

(b)

00 01 10 11

84.79 61.88 61.54 67.31

(c)

Table 2: (a) Split ratios and aggregation methods; (b)
domain-wise gains of LSTM over AVG for 30:70 split; (c)
class-wise accuracy of LSTM for 30:70 split.

4.1. Task feasibility, split ratios and aggregation
schemes

First of all, we wanted to determine if our task is feasible.
Secondly, video action recognition by definition is a task of
spatiotemporal nature, which implies that, ideally, temporal
order of frames/clips, and hence temporal modeling, plays
a very important part. On current action datasets, averag-
ing (which ignores temporal order) as the consensus scheme
yields the best results [19, 35, 45]. Although some works
incorporate local, short-term motion cues using 3D-CNN,
optical flow, etc., the demand for actual long-term tempo-
ral modeling from current datasets is still limited. In this
experiment, we wanted to determine which temporal mod-
eling scheme is better suited for our dataset: temporal-order
agnostic (averaging) or temporal-order sensitive (LSTM).

In order to focus only on temporal modeling, we pre-
trained our CNN backbone on ImageNet and then froze it,
which acts as a general spatial feature extractor. Then, we
learned only the parameters of the temporal model, which
takes in features from the CNN backbone. We have decou-
pled the spatial learning aspect from temporal modeling –
both temporal models are fed the same spatial features.

Thirdly, we wanted to determine a good train:test split ra-
tio for our dataset. For that, we considered various train:test
ratios. We compared Averaging (AVG) vs. LSTM for vari-
ous train:test split ratios.

For this experiment, we employed pairwise compara-
tive approach. Results are shown in Table. 2a. Random
guessing would have an accuracy of 25%, since a pairwise
comparative approach is a four-way classification problem.
Both models performed significantly better than random
chance across all split ratios, which suggests that our task
is feasible. We observed that LSTM outperforms AVG for
all split ratios. We also note that the LSTM’s gain over
AVG increases as the training pool increases. LSTM per-
forming better than AVG clearly indicates that our dataset
demands actual temporal modeling from models. This is
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Method Chance Individual Pairwise

Accuracy 50.00 58.65 76.05

Table 3: Individual vs. Pairwise Assessment.

because, even with a comparative approach, various con-
textual and human-movement cues from start to finish need
to be strung together in a sequential manner to infer about
the actor’s goal and determine whether they achieved it.

Noting the trade-off between split ratios and perfor-
mance, we chose 30:70 as our optimal split, which was used
for the rest of the experiments.

4.2. Individual vs. Pairwise

In this experiment, we aimed to determine the correct ap-
proach to a win-fail action understanding problem: individ-
ual/standalone analysis or a pairwise comparative approach.

We used the LSTM aggregation and the same settings as
Experiment 4.1. We compare the performances of individ-
ual and pairwise approaches in Table 3. Note that individ-
ual assessment is actually built into our pairwise approach
as well. In Table 3, for the pairwise approach, we show
the average accuracy of 00 and 11 (individual assessment),
which is directly comparable to that of actual individual as-
sessment. Since individual assessment is a two-way (win
or fail) classification problem, a random guess would have
an accuracy of 50%. We observe that the individual assess-
ment model has quite a poor performance. On other hand,
by learning through pairwise comparison, the model was
able learn in a much better way, and was able to perform
significantly better, with an accuracy of 76.05%. These re-
sults indicate that a pairwise comparative approach is much
more suitable, at least for the model that we used. We sug-
gest a comparative approach, but we also want to encourage
future works to develop better standalone approaches.

We could have altered the order of Experiments 4.1 and
4.2, but that would have resulted in performing an unnec-
essarily larger number of experiments. For the rest of the
experiments, we use the LSTM based pairwise approach.

4.3. Rate of sampling input frames

In this experiment, we studied the effect of the rate of
sampling input frames. In particular, we considered sam-
pling uniformly spaced 4, 8, 16, and 32 frames as input.
We also conducted the same experiment on a typical ac-
tion recognition dataset. The results are in Table 4a. We
observed that on UCF101 dataset, the performance satu-
rated with just 4 frames, while on ours action understand-
ing dataset, it saturates at 16 frames. This indicates that
intermediate frames and the cues/details in those are impor-
tant. We also show the effect of varying the number of input
frames across individual domains in Table 4b.

# frs. Accuracy
Ours UCF101

4 60.97 61.12
8 64.20 60.06
16 68.88 57.60
32 67.66 58.00

(a)

45

50

55

60

65

70

75

80

4f 8f 16f 32f

GS                       IWF                        TS                        PG

(b)

Table 4: (a) Effect of rate of sampling input frames; (b)
effect on individual domains.

CNN Trained on Accu.

R18-2D ImageNet 68.88
R18-3D Kinetics 65.65

(a)

GS IWF TS PG

+5.75 -1.25 -2.00 -8.75

(b)

Table 5: (a) Backbone Choice: 2DCNN vs. 3DCNN; (b)
effect of using 3DCNN compared to 2DCNN across all do-
mains.

4.4. Typical 3DCNN as feature extractor

3DCNNs are known to extract much richer features than
a 2DCNNs and as a result, obtain state-of-the results on ac-
tion recognition tasks. In this experiment, we used a 3D
counterpart (ResNet18-3D) of our 2DCNN. Both extract
512-dimensional features. ResNet18-3D extracts features
from 16-frame clips. With 3DCNN as the backbone, we
used 16 16-frame clips, in place of 16 frames, as input.
Clips used with 3DCNN have a lower resolution (112×112
pixels), as compared to that of frames used with 2DCNN
(224× 224 pixels).

We compare the results in Table 5. Interestingly, we
found that 3DCNN performed worse than 2DCNN. Only
domain where 3D-CNN performed better is General Stunts,
probably because Kinetics has similar action classes like
Gymnastics. Potential reasons for poorer performance of
3D-CNN could be: 1) smaller resolution input might be
hurting in our case because of the smaller sized objects
and interactions involved with those; 2) actions patterns
are different; 3) multiple humans present in the scene; or
4) ImageNet contains classes for many objects found in
our dataset, while Kinetics does not. We believe explic-
itly modeling/finetuning 3D-CNN for human-object inter-
actions would be beneficial.

4.5. End-to-End learning

So far, we have used spatial features extracted using an
off-the-shelf CNN. In this experiment, we sought to deter-
mine if there is a utility in jointly learning spatial and tem-
poral representations. We unfroze the CNN backbone and
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Training LSTM TRN

Only TMM 68.88 71.24
End-to-End 74.78 75.74

(a)

GS IWF TS PG

+20.00 +5.75 +0.75 +2.75

(b)

00 01 10 11

79.20 70.28 70.28 79.37

(c)

00 01 10 11

79.90 73.60 72.40 77.10

(d)

Table 6: (a) End-to-End learning. (b) Domain-wise im-
provements. (c, d) Class-wise accuracy of LSTM and TRN.

Shuffle type Accu.

None 74.78
First 1/3 74.16
Middle 1/3 74.26
Last 1/3 72.42
Full 61.19

Table 7: Effect of shuf-
fling.

Observed seq. Accu.

Full 74.78

First 1/4 25.13
First 1/2 35.62
First 3/4 48.60

Last 1/4 23.47
Last 1/2 28.93
Last 3/4 52.58

Table 8: Partial observations.

optimized the network end-to-end. Then, we again fine-
tuned only the temporal modeling module. The results are
presented in Table 6a. We also evaluated a multiscale TRN
(16f) baseline. We observed a significant boost in perfor-
mance, indicating that the dataset requires spatial represen-
tation learning as well. We observe highest improvement in
General Stunts, probably because ImageNet does not have
people in unusual, convoluted poses, and hence, benefits a
lot from finetuning. Furthermore,class-wise accuracies af-
ter end-to-end optimization are much more balanced w.r.t.
00 and 11 (compare Tables 6c and 2c).

These performances also serve as baselines for future
works. Since the end-to-end optimized model worked best,
we use that in the rest of the experiments. For simplicity, we
continue to use LSTM as our temporal modeling module.

4.6. Importance of temporal order

In this experiment, we wanted to confirm if the temporal
order from various parts of sequences matter. For that, in the
testphase, we perturbed the temporal order of only a part of
the sequence, while keeping the temporal order of the other
parts of the sequence intact. In particular, we shuffled: 1)
one-third of the sequence from the start (first 5 of the 16
sampled frames); 2) the middle one-third of the sequence
(middle 5 frames); and 3) the last one-third of the sequence.
Additionally, we considered shuffling the entire sequence.

The results are shown in Table 7. We observed that per-

turbing the temporal order in all the parts affected the per-
formance negatively. Furthermore, we observed that impact
of perturbation increased as we moved the focus of the shuf-
fling towards the end of the sequence. Shuffling the entire
sequence had the most negative impact. These observations
support the hypothesis that our dataset demands/requires the
algorithms/models to temporally model from the beginning
to the end of the sequences.

4.7. Where are the necessary cues?

In this experiment, we wanted to probe if “seeing” the
entire sequence is needed, and/or if the model is able to
make prediction just from a subsequence. During the test-
phase, we asked the model to classify based on partial se-
quences. Results are presented in Table 8. We found that
predictions based only on the first or last one-fourth se-
quence are equal to random guessing (25% accuracy). We
noticed that the accuracy of the model increased the further
it observed the sequence, indicating that the necessary cues
are present along the entire sequence.

4.8. Video Retrieval

To evaluate if our task yields a more comprehensive un-
derstanding, we devised a novel video retrieval experiment.
We collected an additional, separate set of win and fail sam-
ples (from Internet Wins-Fails domain), which served as our
queries. We also collect a set of baby and animal win-fails.
Actors in our original win-fail dataset and the additional
samples (queries) are adolescent and adult human beings.
We use queries to retrieve videos from databases, where we
changed the situations and actors. Particularly, we consid-
ered three different databases:

1. Activities of Daily Living (ADL)-Fall: We used the
dataset released by [23] as our database. ADL include
activities such as sitting down, standing up, getting
things from floor, etc. Falls include person walking
and falling down. This dataset was built to be used in
monitoring elderly people. We consider ADL, and Fall
as relevant to win and fail queries, respectively.

2. Win-Fail with Babies as actors: Fails in babies in-
clude babies trying to get up, crawl, walk but falling
over since they have not yet acquired balance, falling
while sitting due to lack of balance and control, etc.
Movements of babies are a lot more jittery compared
to adults. Wins include climbing into their cradles suc-
cessfully, throwing balls into baskets, passing through
narrow spaces, etc. We consider baby wins and fails as
relevant to adult win and fail queries, respectively.

3. Win-Fail with Animals as actors: Wins include ani-
mals being able to play ping-pong; shoot basket/pass a
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Model Win-Fail → Fall-ADL Win-Fail → Baby Win-Fail Win Fail → Animal Win-Fail

R@1 R@5 Sim ∆ R@1 R@5 Sim ∆ R@1 R@5 Sim ∆

AR 0.015 0.073 0.11 0.016 0.094 0.06 0.042 0.193 0.05
WFR 0.017 (↑13%) 0.088 (↑20%) 0.29 0.018 (↑13%) 0.094 0.13 0.057 (↑36%) 0.267 (↑38%) 0.44

Table 9: Video retrieval results. Higher is better. AR - action recognition model; WFR - win-fail recognition model.

ball; open a door/window and get out/in; etc. Fails in-
clude reaching out a take something, but falling; tum-
bling over while running; jumping but falling short;
etc. Note that animals have different structure and
movements than humans. We consider animal win and
fail as relevant to human win and fail queries, resp.

Note that these queries and databases were not seen dur-
ing training. We used cosine similarity as a similarity mea-
sure when retrieving, and recall at rank 1 and 5 (R@1,
R@5) as metrics. We also noted average similarity differ-
ence from query to relevant and irrelevant samples in the
databases (Sim ∆), which would show sensitivity of fea-
tures towards wins/fails in unseen domains. We considered
model trained UCF101 for action recognition as our base-
line. Results are summarized in Tab. 9. We found that
win-fail recognition model outperformed action recognition
model across all the databases. Moreover, the gap in per-
formances increased when retrieving from animal database.
We also observed that win-fail recognition model was more
sensitive to win-fail aspect of the query, retrieved samples.
These results also suggest application of WFR in areas like
elderly and children safety monitoring.

Qualitative results are presented in Fig. 2. For brevity, in
the following we refer to individual samples using respec-
tive row (R), and column (C) numbers in Fig. 2. We ob-
serve that AR model retrieves considerably on the basis of
color (e.g.: (R1,C6), (R1,C7), (R5,C5), (R5,C7)); low-level
motion patterns (e.g. extended hand in (R3,C1)→(R3,C6);
sliding pattern (R4,C1)→(R4,C5) – skater smoothly gliding
down the road is good, while the baby is smoothly falling
down the slide is bad, jumping pattern (R6,C5),(R6,C6),
(R6,C7)). Compared to that WFR model retrieves while
maintaining meaning (e.g. (R2,C2), (R2,C4) both exhibit
compact body form of the diver in (R2,C1) necessary
to sit on the chair and pass through swim rings; land-
ing safely in (R6,C4) and (R6,C1); stunt involving mul-
tiple parties (R6,C1), (R6,C3); falling while reaching out
(R5,C1),(R5,C2), (R5,C3)). Sometimes, like AR, WFR also
puts more emphasis on motion patterns (e.g., (R6,C2)).

5. Conclusion
As a step towards true, comprehensive video/action un-

derstanding, we proposed the task of differentiating be-
tween the concepts of wins & fails. To facilitate our task, we

Figure 2: Qualitative results. Odd and even rows show
‘Fails’ and ‘Wins’ as queries, respectively. First, second,
and third two rows: ADL-Fall, Baby Win-Fail, Animal
Win-Fail as databases. Red and green indicate relevant and
irrelevant retrievals w.r.t. Win/Fail aspect. Please view in
an Adobe Reader to play videos.

also introduced a new dataset, which contains 817 pairs of
successful & failed attempts at various activities from ‘Gen-
eral Stunts,’ ‘Internet Wins-Fails,’ ‘Trick Shots,’ & ‘Party
Games’ domains. The action sequences in our dataset are
not overly long, yet are complex. We systematically an-
alyzed our dataset & found that: 1) our dataset requires
true temporal modeling; 2) pairwise approach worked bet-
ter than individual/standalone assessment; 3) details/cues
important for understanding video/action are present in in-
termediate frames along the entire sequence; 4) better per-
formance (as compared to a 2DCNN) of an off-the-shelf
3DCNN did not translate well to our dataset/task; & 5) spa-
tial modeling is equally important. All these characteristics
are desirable in a video understanding dataset, which makes
our dataset & task are suitable for comprehensive video un-
derstanding problem benchmark, & will help advance the
field of video understanding. While current action recog-
nition methods worked well on our task/dataset, they still
leave a large gap to cover, indicating that there is a signifi-
cant opportunity to improve on this task.
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