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Figure 1: An example live iris without (a) and with (b) a textured contact lens, leaving only a small usable area highlighted
in green on the right picture. Comparisons between images such as (a) and (b), done with a traditional iris recognition
method, end up with a high probability of false non-match for reasonable acceptance threshold (c). The method proposed
in this paper offers much better separation between genuine and impostor scores, and thus much higher probability of

correct matching between an iris covered by a textured contact lens and a live iris, as shown in histogram (d).

Abstract

Iris recognition requires an adequate level of the iris tex-
ture being visible to perform a reliable matching. In case
when a textured contact lens covers the iris, a false non-
match is reported or a presentation attack is detected. There
are, however, scenarios in which one wants to maximize the
probability of a correct match despite the iris texture being
being partially or mostly obscured, for instance when a non-
cooperative subject conceals their identity by purposely wear-
ing textured contact lenses. This paper proposes an iris recog-
nition method designed to detect and match portions of live
iris tissue still visible when a person wears textured contact
lenses. The proposed method includes (a) a convolutional
neural network-based segmenter detecting partial live iris
patterns, and (b) a Siamese network-based feature extraction
model, trained in a novel way with images having non-iris
information removed by blurring, to guide the network to-
wards salient live iris features. Experiments matching pairs
of iris images in which the iris is not wearing a lens in one im-
age and is wearing a textured contact lens in the other, show
a lower EER=10.6% for the proposed algorithm, compared to
state-of-the-art iris code-based iris recognition (EER=33.6%).
The source codes of the method are offered along with the

paper.

1. Introduction

Iris recognition is regarded as one of the most secure
and widely used biometric authentication methods. It
has been employed in large-scale applications such as na-
tional identification [7], as well as an authentication factor
for high-security facilities. However, current models for
iris recognition may take subject cooperation as granted,
which might not be always the case, particularly for large-
scale and lightly supervised applications. Works in Pre-
sentation Attack Detection (PAD) [8, 6, 11] show that it is
possible, especially if the attack types are known, to iden-
tify with high accuracy whether a given iris image has a
genuine origin, or if it was altered in some form: either
digitally or by presenting a physical imitation of the iris.
The latter includes subjects using textured contact lenses,
either for deceitful or cosmetic purposes, which in a state-
of-the-art iris recognition system would result in a false
non-match when compared to the unobstructed iris of the
same person.

The question arises: instead of rejecting an image of
the iris covered by a textured contact lens, can we build
a method that generates a correct match despite severe oc-
clusions? Or at least a system that increases the probability
of a correct match in such case, compared to the state-of-
the-art?
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We made an observation that the opening in the tex-
tured contact lenses, allowing the light to pass through it
and reach the retina, is larger that the actual pupil in most
of the contact lenses, as highlighted in Fig. 1. This is to
account for different pupil sizes and dilation, and leaves
a tiny region of authentic iris texture still exposed. This
paper proposes a method which takes advantage of this
“leftover” genuine information in order to perform the iris
recognition. We show that in the majority of cases, despite
the subjects wearing textured lenses that would deceive a
traditional method, the proposed solution shows a signif-
icant separation between genuine and impostor distribu-
tions: the d’ of 0.76 using a state-of-the-art iris matcher,
versus the d’ of 2.10 using the proposed TCLA matcher
on an unseen dataset. This distance increase represents a
practical reduction in the Equal Error Rate (EER), from 33%
to 10%. While these recognition results are certainly worse
than those observed when ample iris area is available for
matching, the probability of getting a correct match for
a hypothesized person concealing their identity is signifi-
cantly higher using the proposed method, when compared
to a state-of-the-art iris recognition approach.

There are three contributions offered by this paper. The
first contribution is a method for Textured Contact
Lens-Aware (TCLA) iris segmentation, which is applied
after the sample is classified as belonging to a subject wear-
ing a textured contact lens. This method locates the iris im-
age regions not affected by the textured contact lens pat-
tern, as opposed to traditional methods locating the en-
tire iris annulus, regardless of authenticity of the pattern
inside the annulus. The segmenter is based on Mask R-
CNN architecture and was fine-tuned with manually seg-
mented iris samples with textured contact lenses placed on
the cornea.

Moving towards our goal of recognition, our second
contribution is the TCLA matcher: an algorithm based
on a Siamese Neural Network architecture to match iris im-
ages of unknown subjects wearing textured contact lenses
against irises enrolled without contact lenses. This TCLA
network is trained in a novel way, in which non-salient
image regions, corresponding to non-iris areas, were sup-
pressed by low-pass filtering applied to training data, fol-
lowing [5]. This model thus extracts the best encoding,
given the tiny iris information available, by far outperform-
ing the recognition performance achieved by a state-of-
the-art human-driven BSIF-based method employing the
same iris segmenter to mask out the contact lenses, even
after selection of optimal BSIF encoding filters to take these
occlusions into account. This shows that a simple adapta-
tion of state-of-the-art method to get better encoding may
not be sufficient.

As our third contribution, we make the manually seg-
mented iris masks prepared for occluded irises available

along with the paper. The annotations mark the areas that
are uncovered by the contact lenses and can facilitate fu-
ture attempts at maximizing recognition performance in
situations when subjects make an attempt of hiding their
identity by wearing off-the-shelf textured contact lenses.
The annotations correspond to images taken from the pub-
licly available NDIris3D dataset [16], and is composed of
1171 iris images captured from 119 subjects, all wearing
regular or irregular textured contact lenses. (The NDIris3D
dataset has also corresponding images free from contact
lens occlusions, captured from the same subjects.)

This is the first attempt, known to us, to offer a method
that increases the probability of correct iris-based match-
ing in case of subjects wearing textured contact lenses, and
having their unaltered images previously enrolled. This
work should contribute to a better detection of those us-
ing textured contact lenses with an intention to hide their
identity and not be recognized by an iris recognition sys-
tem, e.g. at a border checkpoint.

2. Related Work

This section provides a concise overview of works re-
lated to iris recognition in situations when limited infor-
mation about the iris texture is available.

Yadav et al. [21] explored the effects of textured contact
lenses for iris recognition and contribute with a database of
irises wearing a variety of contact lens types (soft and tex-
tured), lens makers and models, and iris sensors. Similarly,
Fang et al. [15] reported a significant drop in performance
when live irises are compared to their corresponding sam-
ples with textured contact lenses present on the cornea.
None of these works proposed methods to increase the
matching performance when one of the irises being com-
pared is covered by textured contact lens.

Rathgeb et al. [19] propose to reduce the iris recognition
algorithm complexity by using what the authors called re-
liability masks. In their experiments using only 5% of the
iris code bits ended up with an EER below 5%. This sup-
ports the claim that it is possible to extract sufficient infor-
mation for matching by using a small fraction of the iris.
However, since the authors are not making the compar-
ison with irises wearing textured contact lenses, this se-
lected fraction of the iris code is composed by the most
reliable bits of the code. This is something that cannot be
assumed in the problem we consider in this paper: the in-
formation available after covering the iris with textured
contact lenses may not be as significant for matching as
the best-selected regions.

Hsieh et al. [18] were successful in developing a solu-
tion that distinguishes natural iris patterns from textured
contact lens patterns, which resulted in a reduction in false
match rate from over 10% to below 0.6% on an evaluation
set of 200 enrolled and 200 probe iris images. After mask-
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ing out the areas with a textured contact lens, their iris code
generation is based on the Log-Gabor filter for feature ex-
traction and the Hamming distance is used to compare the
codes. To disentangle the authentic and contact lens tex-
tures, the authors designed a specialized hardware with a
dual-band camera, and assumed that the iris texture and
textured contact lens patterns are statistically independent
in the spectral domain. This hardware and the assumptions
allowed to use Independent Component Analysis in sepa-
rating both textures. Our paper differs from that work in a
sense that our solution is applicable to near infrared iris im-
ages compliant to ISO/IEC 19794-6, and this does not rely
on non-standard or additional hardware compared to the
existing commercial iris sensors, and thus can be added to
the existing recognition pipelines with no additional hard-
ware modifications. While their solution is agnostic to the
iris pattern, it does not account for multi-colored textured
contact lenses because of limitations in the spectral analy-
sis, and as a result, their experiments only focused on single
color textured contact lenses.

Concluding, we are not aware of previous works
proposing iris recognition methods specialized to ISO-
compliant NIR iris images, in a scenario when at least one
iris in the comparison pair is covered by a textured contact
lens.

3. Databases
3.1. Database for Fractional Iris Segmentation

For training the new iris segmenter, detecting small por-
tions of iris texture in presence of textured contact lenses,
the publicly-available Notre Dame Photometric Stereo Iris
Dataset (NDPSID) [9] containing 5796 NIR iris images ac-
quired by the LG IrisAccess 4000 sensor from 119 subjects
was used. The subset utilized in the training and evalua-
tion of the TCLA segmenter contains 1171 irises wearing
textured contact lenses with both regular and irregular pat-
terns. This portion of the data was manually annotated
to indicate the regions that are unaffected by the textured
contact lens, as shown in Figure 1(b). Manual annotations
prepared for this work are made available along with this
paper. This dataset was split into subject-disjoint training
(60% of data) and validation (40% of data) subsets.

3.2. Database for Feature Extraction and Matching

The dataset described in 3.1 and used for the segmen-
tation task was not suitable for the recognition tasks, as
its number of samples is heavily biased to a total of less
than 10 subjects, despite having over 100 subjects in the
dataset. Also, the number of subjects wearing textured
contact lenses is less than 10 in this benchmark. For this
reason, we used the NDIris3D dataset, which contains iris
images captured from 89 subjects with and without tex-

Table 1: Subject-disjoint partitioning of the NDIris3D
dataset used in designing the TCLA matcher.

Subjects Pairs
# % Genuine Impostor | Total
Training 53 60% 761 13,738 | 14,499
Validation 18 20% 263 1,620 1,883
Testing 18 20% 263 1,390 | 1,653
Total 89 100% 1,287 16,748 | 18,035

tured contact lenses, collected from two sensors: AD100
(5,237) images, and the LG4000 (3,488 images), making up
a total of 8,725 iris images. After de-duplication, filtering,
subject-disjoint split and pairing of images between gen-
uine and impostor, the number of images pairs obtained is
detailed in Table 1.

3.3. Data Cleaning and Partitioning

With the final goal of iris matching in mind, the data
was split between enrolled-genuine and enrolled-impostor
pairs. Detailed below is each image group and how they
were extracted from the NDIris3D dataset.

Enrolled (gallery) images are assumed to be captured
under ideal circumstances: they do not wear any contact
lenses and, therefore, do not require TCLA segmentation.
They may have different illumination properties and be
captured using either one of the two sensors (AD100 or
LG4000) represented in the data.

Genuine probe images come from the same eye as their
enrolled counterpart. They wear any kind of textured con-
tact lens pattern (regular or irregular) of any brand or color
present in the dataset. They may also have been captured
under any combination of illumination / sensor, which can
differ from their enrolled counterpart.

Impostor probe images follow the same properties as
genuine images, except that they come from different sub-
jects than their enrolled pairs.

It is worth noticing that the same image wearing a tex-
tured contact lens can be either genuine or impostor, de-
pending on to which enrolled subject it is being matched
against. Hence, we will refer to an unknown iris that can
be either genuine or impostor as a probe image / sample /
iris. Moreover, instead of mentioning the number of indi-
vidual images, it is more appropriate to quantify this data
observing the number of pairs formed. In total, after filter-
ing individual images we formed a sum of 1,287 genuine
and 16,748 impostor pairs across 89 distinct subjects, as de-
tailed by Table 1. The train, validation and test partitions
are subject-disjoint, that is, all samples of a particular sub-
ject in the testing set remain unseen during the method’s
design phase.
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4. The Proposed Method
4.1. Overview

Our method for fractional iris image matching has two
components specialized to this scenario: the Textured Con-
tact Lens-Aware (TCLA) segmenter and the TCLA matcher,
as detailed in Figure 2. The deep learning-based segmenter
detects iris regions not altered by the textured contact
lenses. Both cropped iris images and normalized iris im-
ages (as suggested by early versions of the ISO/IEC 19794-6
and early iris recognition papers [13]) are next considered
as plausible inputs to a Siamese network based matcher,
returning the similarity score for detected fractions of iris
images. Both components are trained in a way to be tex-
tured contact lens aware (hence the TCLA acronym), with
details of this training provided in the following sections.

4.2. The TCLA Segmenter

Detectron2 [20], an open-source library for object detec-
tion and segmentation, has been used in this project to fa-
cilitate fine-tuning of the Mask R-CNN [17] model. We use
Mask R-CNN as a backbone in order to make the segmen-
tation task with limited number of samples feasible. First,
we fine-tune it to complete the general task of iris segmen-
tation without regards to the presence or the type of con-
tact lens, later referred to as regular segmentation. Then we
save the trained parameters and further fine-tune them to
create a second model to detect authentically-looking parts
of the iris, later referred to as authentic segmentation. With
both segmenters, regular and authentic, trained using the
same architecture and backbone, we are able to more reli-
ably compare the performance of the iris matcher.

Traditional non-deep-learning iris segmenters, inspired
on Daugman’s seminal works, such as [3] may not be suit-
able for the task of distinguishing iris texture and con-
tact lens texture and will, in most cases, classify areas be-
longing to the contact lens as live iris texture, unless the
method is modified to fit the requirements of this particu-
lar task. Starting by applying the Mask R-CNN based seg-
menter on irises wearing textured contact lenses and a reg-
ular SegNet-based [1] iris segmenter on the enrolled (not
occluded by lenses) images, we measured the the percent-
age of usable pixels in the iris region after the segmenta-
tion. The usable regions are composed by pixels qualified
to be used in the matching. Figure 3 shows the distribu-
tions of these areas after the segmentation and normaliza-
tion are applied on the images from the testing set. Both
types of probes have a similar distribution, with median
of usable iris area at around 12% and almost a fifth of the
testing set showing less than 5% of usable area. Note that
ISO/IEC 29794-6 recommends at least 70% of the iris annu-
lus to be not occluded to classify the iris sample as “high
utility” sample. Having around 10% and less information

demonstrates how challenging this task may be for classi-
cal iris matchers, especially making strong assumptions on
compliance of input data with ISO standards.

4.3. Embedding Saliency Into Training Data

The TCLA matcher utilizes the Siamese Neural Net-
works (SNN) architecture, with the ResNet-18 architecture
as backbone, trained in a novel and non-standard way. In
addition to regular data augmentations, the core compo-
nent of training is “removing” non-iris information from
training images and thus guiding the network towards
salient regions (i.e. not occluded iris portions). This is
done by either blurring regions excluded by the TCLA seg-
menter, or replacing them with random noise, as shown in
Fig. 5. This process incorporates saliency identified by the
segmenter to emphasize the properties that should be used
by the network in the matching, while dampening the ef-
fects of the textured contact lenses. The reason of not ap-
plying the binary mask directly on the image is to avoid
the introduction of border artifacts that have a potential
of misleading the network into learning to match contours
instead of iris pattern. This tendency of convolutional neu-
ral networks of relying on borders as opposed to texture is
one of the challenges we intend to overcome by explor-
ing different ways of guiding the network. A similar guid-
ance approach in biometrics showed promising results in
increasing the generalization of solutions for iris PAD [4].

Focusing now on Figure 5, we have the original iris pat-
tern on the left and two additional columns of different
types of saliency maps: Gaussian blur and random noise.
These three are combined with two cropping and normal-
ization methods making six types of images that were later
evaluated. The Gaussian blur and random noise used the
binary masks as guidance to be applied on the original im-
ages in a way to avoid passing along the sharp edges of
the binary mask: the resulting image is the outcome of the
application of a low-pass filter on the binary mask and us-
ing that as weights for the blend. The result is a final im-
age that preserves the texture of interest, but also smoothly
“removes” the non-iris areas.

The top row of Figure 5 shows the rubbersheet-based
normalization of irises, followed by a folding process so
that the pupillary boundary is in the center of the image,
and the limbic boundary the top and bottom. This was
done as a result of an implementation constraint: with
the default normalized image being less than 224 pixels of
height (64 pixels), either the network architecture or the in-
put shape would need to be changed, and we opted for the
latter to make this solution applicable to pre-trained back-
bones, usually built to accept 224 x 224 images. The con-
cept presented in this paper, however, is in no way associ-
ated or dependent on the model’s input resolution (within
a reasonable range guarantying preservation of iris fea-
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Figure 2: Overview of TCLA matcher; example using iris cropping and Gaussian blur as a saliency map.
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Figure 3: Percentage of authentic iris texture predicted to
be authentic in each probe image from the testing set.

tures).

4.4. The TCLA Saliency-Guided Matching

In a SNN the weights are shared to process a pair of in-
puts independently, thus creating a pair of feature vectors,
which are then compared using a distance function. These
distances can be used in the loss according to the ground-
truth of the original image pair in question (genuine or im-
postor in this case). As the goal of this matching network
is to return a continuous comparison score given a pair or
images as input, this architecture was a fitting choice for
our goals. The TCLA matcher uses the same weights for
both inputs, running a forward pass individually in the pre-
processed images and computing the L2 distance of the re-

Raw iris texture Gaussian blur Random noise

—

Figure 5: Examples of different approaches to saliency-
based image data modification. All samples here are wear-
ing a textured contact lens and do not necessarily belong
to the same subject. The second column shows samples
with non-iris regions were blurred. The third column
shows samples with non-iris regions replaced with ran-
dom noise. The first row shows normalized irises as input,
while the second row shows center-cropped samples.

sulting network embeddings. As in a traditional classifier,
the final distances can be thresholded for a binary decision
after the training is complete, or be used as a proxy for a
confidence metric.

Preliminary experiments with a contrastive loss did not
give good results, directing us to use a loss that could de-
crease the distance of genuine pairs and at the same time
increase the distance between an impostor pair for the
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Figure 6: Cumulative Intersection over Union (IoU) ob-
tained for the TCLA segmenter on the validation set. All
irises wear a textured contact lens.

same enrolled image. For this reason, the following triplet
loss L seemed a fit candidate to this problem:

L (xaa Z‘p,l‘n) =

mas (|If (2a) = () I = 1 () = f () [* + ,0)

where f(x) is a network embedding for a sample z, x,, is
the anchor (enrolled iris), x,, is a positive sample (genuine
iris, belonging to the same class subject/eye), z,, is the neg-
ative sample (belonging to any other subject present in the
same data partition: training or validation), and o = 1
represents a margin and penalizes triplets for which the
distance between the anchor and the positive sample is
greater than the anchor and the negative sample plus the
margin.

5. Experiments and Results
5.1. TCLA Segmenter

The sensitivity index (d’) was used for comparisons
among various scenarios. The d’ is a statistical measure
of separation between two distributions:

dl — |/J’I B ILl/G|
3 (07 +02)

where uy, 01, t, and o are mean values and standard
deviations of the impostor (/) and genuine (G) score dis-
tributions, respectively, and |z| is the absolute value of .
In order to assess the performance of the TCLA seg-
menter, we performed the evaluation on the left-out val-
idation portion of the NDPSID dataset with ground-truth,
corresponding to 496 labeled images. On this left-out data,
the segmenter achieved a mean Intersection over Union
(IoU) between the prediction and ground-truth of 0.669,
and the cumulative distribution of IoU is illustrated in Fig-
ure 6. As it can be seen, over 40% of the images had an ToU

Table 2: Mean values and units standard deviation of d’ in
five statistically independent inference experiments on the
validation set with (“Random noise” and “Gaussian blur”)
and without saliency-guided training.

Random noise

0.459 (+0.160)

No saliency Gaussian blur

Normalized 1.325 (£0.146) 2.494 (+£0.234)

Cropped  1.465 (£0.150)  1.797 (+£0.476)  0.816(+0.182)

of 0.9 or above, with around 75% of the images showing
an IoU above or equal to 0.5. The figure also shows a non-
negligible portion of images with IoU close to zero. These
might be samples for which the network completely missed
the “authentic” patches, or samples for which the textured
contact lens covered the entire iris, thus there were no re-
gions usable for a match.

5.2. TCLA Matcher

Table 2 presents the results of the proposed model on the
validation sets: each configuration is trained and evaluated
5 times to obtain the reported averages and standard devia-
tions. Each experiment uses a different, randomly sampled
and subject disjoint train-validation split and an SGD op-
timizer with learning rate of 10~2 and momentum of 0.9.
We can immediately see that using random noise in this
context totally misleads the neural network, and does not
guide it towards a good choice of salient features. Secondly,
we see that using Gaussian blur to preserve salient regions
and “remove” non-iris regions is better than using nothing
at all, both with iris normalization or cropping. This con-
firms our original intuition that the use of a low-pass filter
on the patches covered by the contact lens could improve
the matching scores compared to using the unfiltered im-
ages.

On the normalization versus cropping case, we can see
that it is dependent on the saliency type used. When no
saliency is applied, there was little difference whether the
image was normalized or cropped. For images with noise
in place of the textured contact lens, the cropped images
had an advantage over normalized ones, yet considering
the mediocre performance of the application of noise com-
pared to the other runs, this improvement is insignificant.
The more worthwhile comparison is between normalized
and cropped versions with Gaussian blur: the experiments
indicate a clear advantage to the runs with the normalized
irises over the cropped ones, which is indeed an interesting
finding, given that convolutional neural networks value
spacial closeness and considering the normalization could
be responsible for introducing undesired gradients in the
input image.
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Figure 7: Heatmap of d’ between genuine-impostor distri-
butions as a function of the BSIF filter set: size and the
number of kernels (translating to number of bits per pixel
in BSIF encoding). The higher the value, the better the sep-
aration.

6. Comparison With State-Of-The-Art Iris
Recognition

6.1. Human-Inspired BSIF-Based Iris Matcher

At least two recent papers [2, 14] suggested that
human-inspired BSIF-based iris encoding [10] performs
best among several open-source iris recognition meth-
ods today. We have thus decided to compare the pro-
posed TCLA iris encoding and matching approach with
the BSIF-based encoding and matching. It follow a dom-
inant pipeline in iris recognition [12] (segmentation, nor-
malization, filtering, binarization to get an iris code, and
Hamming distance-based matching), however instead of
Gabor wavelets, the ICA-based filters are applied that were
derived from an experiment with humans solving the iris
recognition task, and observed by an eye tracking device
[10].

For a fair evaluation with TCLA matcher, which was
designed with our training data, we select a new set of
human-inspired BSIF filters, using NDIris3D (train + val-
idation) dataset, to maximize the accuracy on this SOTA
algorithm. Figure 7 shows d’ obtained for all combinations
of sizes and numbers of human-inspired BSIF filters. The
highest d’ was obtained for BSIF filter set composed of 6
filters of size 17x17. This configuration slightly outper-
formed the filter set proposed in the original paper (5 ker-
nels of size 17x17). Thus, this new optimal filter set was
used in experiments as the baseline counterpart for evalu-
ating the performance of the TCLA matcher.

6.2. Evaluation On The Test Set

To compare the proposed TCLA matcher with the SOTA
BSIF-based matcher, we performed the evaluation on the
same testing partition of the NDIris3D dataset, whose sam-
ples remained unseen by the methods up to this stage. The
recognition across the total of 1653 pairs was performed
and their matching scores grouped into impostor and gen-
uine distributions, over which were computed the d’ (1)
and EER (]).

Figure 1 shows the final comparison on the testing
sets of the most suitable BSIF-based matcher (1-c) and the
TCLA matcher using the best saliency guidance obtained
on the validation set (1-d). The metrics indicate a strong
advantage of our method over the traditional classifier, re-
ducing the EER from 33.63% to 10.63% on the sequestered
testing partition. This reduction in the error rate is con-
firmed by a d’ of 2.10, still far from a separation under ideal
conditions where it is common for matchers to reach d’
> b, yet it is 2.7 times larger than the BSIF-based matcher
for the task at hand under the same circumstances.

7. Conclusions

In this paper, we presented a novel saliency-guided
method based on Siamese Neural Networks that improves
the recognition of subjects wearing textured contact lenses.
The results on the testing set show a significant Equal Error
Rate reduction by 23% when compared to the state-of-the-
art human-inspired BSIF-based matcher, even after select-
ing the best performing BSIF filter set for that task. We
have also presented and evaluated a model that is able to
finely segment irises wearing textured contact lenses into
their unaffected (authentic) and disguised (spoof) regions,
an essential task for the creation of saliency maps used in
the iris matcher.

Iris recognition with textured contact lenses remains a
hard problem to solve. Samples with low to no authen-
tic information cannot reliably be matched using the pre-
sented solution and might require investments on addi-
tional hardware for an improved data capture. Among
the irises with enough information for usage, their quality
might still present a great variance, which directly impacts:
(i) how confident the matching can be, and (ii) what is the
optimal feature extractor to use, given the properties of a
sample..

The primary goal of this work was to propose an iris
recognition method that maximizes the probability of a
correct match (not increasing the false match rate at the
same time) in case when subjects, correctly enrolled, are
not conformant in a sense that they aim at disguising their
identity by wearing texture contact lenses. While this re-
search intentionally focuses on the usage of remaining iris
patterns, a possible extension of this work is the usage
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of ocular information to better discriminate subject pairs.
This work may also support forensic human examiners,
who may benefit from the segmentation model annotat-
ing alive parts of the iris, in case when the image of an iris
wearing textured contact lens needs to be processed.

With this paper we also offer: (a) the TCLA segmen-
tation model, (b) the TCLA matching model and (c) man-
ual annotations of alive iris portions, corresponding to the
texture contact lens samples taken from publicly-available
Notre Dame Photometric Stereo Iris Dataset.
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