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Abstract

Neural networks are vulnerable to a wide range of er-
roneous inputs such as corrupted, out-of-distribution, mis-
classified, and adversarial examples. Previously, separate
solutions have been proposed for each of these faulty data
types, however, in this work we show that a collective set
of inputs with variegated data quality issues can be jointly
identified with a single model. Specifically, we train a lin-
ear SVM classifier to detect four types of erroneous data
using the hidden and softmax feature vectors of pre-trained
neural networks. Our results indicate that these faulty data
types generally exhibit linearly separable activation proper-
ties from correctly processed examples. We are able to iden-
tify erroneous inputs with an AUROC of 0.973 on CIFARIO,
0.957 on Tiny ImageNet, and 0.941 on ImageNet. We ex-
perimentally validate our findings across a diverse range of
datasets, domains, and pre-trained models.

1. Introduction

Humans are capable of adapting to diverse types of data
in ways machine learning models cannot [15]. While the
human visual system is able to generalize across varying
image representations, such as different Instagram filters,
deep learning classifiers misbehave when presented with
image corruptions 201, adversarial examples [45]], and
previously unseen classes [3} 22] 44].

Figure[T|shows an example of each type of erroneous in-
put: image corruptions [10, 20], previously unseen classes
3l 144]), adversarial examples [43]], and misclassifica-
tions, an inevitable part of any model since no model has
perfect performance. The main contribution of this work
is the identification that the collective set of erroneous in-
puts that cause failure can be jointly identified and separated
from correctly processed inputs.

The timely, preemptive detection of these failures is es-
sential for preventing unreliable Al action based on incor-
rect predictions. An automated technique that broadly iden-
tifies when a model is in error is critically important for safe
AI [1]]. This need is particularly relevant now, given the in-
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Figure 1. Modern neural network models have state-of-the-art per-
formance on image tasks like object classification, however, these
networks are vulnerable to erroneous inputs i.e., images that are
corrupted, out-of-domain, adversarial, or misclassified. Previous
research has focused on separate solutions to defending against
each type of erroneous input, but we show that all erroneous in-
puts can be jointly identified with a linear SVM trained on a given
network’s activations.

creasingly ubiquitous deployment of deep learning models
in real-world applications such as autonomous vehicles and
medical devices.

Given the breadth of erroneous input variations, it is un-
surprising that each of these inputs has been traditionally
tackled as a separate, individual problem requiring a unique,
specialized solution. For example, out-of-distribution de-
tection identifies when images are outside of a model’s
training (i.e., unseen classes) [9] 28| (additional
related work on erroneous input detection is discussed in
Section [2). In our study of these seemingly disparate phe-
nomena we noticed a common theme: the network’s inter-
nal activation patterns were notably distinct when stimuli
were correctly processed. We hypothesized that erroneous
inputs could be collectively separated from correctly pro-
cessed inputs with a linear SVM trained on these features.

We test our hypothesis with three pre-trained image clas-
sification models, each pre-trained on a separate dataset,
and find erroneous inputs can be broadly detected as a col-
lective group and generalize to a multitude of alternative
datasets. Further, we find that our detection technique is ro-
bust to four types of adversarial attacks. To our knowledge,
this work is the first to consider the feasibility of broadly de-
tecting four distinct types of erroneous inputs. Specifically,
we find that the model’s internal activations in the softmax
layer and final hidden layer are sufficient for automatically
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Figure 2. Erroneous inputs cause neural network’s to incorrectly classify images. However, these inputs can be preemptively identified with
a simple linear SVM that is trained on the network’s internal activations (i.e., features) that occur in response to the image. Specifically, the
SVM is trained on features from the hidden activation vector and the softmax vector of the network. Using this technique, erroneous inputs
are detected with an AUROC of 0.973 on CIFAR-10, 0.957 on Tiny ImageNet, and 0.941 on ImageNet. Above is the optimal hyperplane

for CIFAR10 mapping erroneous examples against correct examples.

filtering incorrectly processed inputs, as shown in Figure 2]
In summary, we make the following contributions:

e This is the first research showing that the four distinct
types of erroneous inputs (see Figure[I), which neural
networks will fail to correctly classify, can be jointly
separated from correctly classified images using the
network’s activations in response to the input.

* We achieve results comparable to state-of-the-art tech-
niques by considering the activations of both the soft-
max and final hidden layer of common pre-trained neu-
ral networks.

* We show how this method can be used as an auxiliary
technique in existing anomaly detection models to en-
hance performance.

2. Related Work

A variety of works have studied automatically detecting
inputs that will cause neural networks to fail. In this sec-
tion, we discuss each of the four subfields that compose er-
roneous inputs, and previously established connections be-
tween inputs.

Image Corruption Standard neural networks perform
poorly on corrupted examples. Image corruption is an unin-
tentional side-effect of any visual system: corruptions range
from image quality degradation to lighting changes. In par-
ticular, networks have shown to be susceptible to Gaussian

noise, blur, pixelation, and JPEG compression [10, 20]. In
real-world scenarios, like autonomous driving, models need
to be robust to corruption from weather and debris [6} 34]];
some research even proposed that networks should be ex-
plicitly evaluated on their robustness to corruption [40].

Out-of-Distribution Inputs (OoD) An OoD example
occurs when a model is presented with data outside of its
training paradigm. In this work, we defined OoD examples
as originating from datasets other than the dataset the base-
line model was trained on, although we controlled for class
ambiguity (for example, if a dataset was trained on dogs,
we controlled for wolves in OoD data).

Hendrycks and Dietterich [21] established a baseline
for OoD detection by thresholding the Maximum Soft-
max Probability (MSP). Results were presented on several
datasets in different neural network modals such as com-
puter vision and natural language processing. Other works
trained neural networks to reject out-of-distribution data
with auxiliary branches [9], auxiliary datasets [22], GAN
examples [27], and other train-time techniques [4} [14]. A
notable cross-domain technique was proposed by Liang et
al. 28], who used adversarial perturbations on input data to
discriminate in-distribution from OoD examples.

Further, Bendale and Boult proposed OpenMax [3] , a
network layer that use the penultimate activation vector of
neural networks and propose OpenMax, a network layer to
estimate the probability of being from an unknown class
using Meta Recognition. Specifically, for a given example,
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OpenMax takes the activation vector mean from each cor-
rectly predicted class to compute a Weibull distribution to
determine the probability that a new example is OoD. They
successfully detect out-of-distribution images and some
types of adversarial attacks. Their out-of-distribution set
contains fooling images labeled with high-confidence in
standard softmax models, similar to our ImageNet-O set
referenced section Additional work by Rozsa et.
al. [42] proposed an adversarial attack against OpenMax,
which we describe in Section 2l

Adversarial Attacks Adversarial examples occur when
small, meaningful changes to clean data alter a network’s
prediction. Szegedy et al. [45] highlighted these limitations,
giving rise to the field of adversarial attacks. Since then, nu-
merous methods have been proposed to generate adversarial
attacks [15,[1°7, 1351 39]]. Several works have attempted to de-
fend against adversaries [30, 33, however, the field largely
conforms to a classic “white hat”/*black hat” paradigm (i.e.,
solutions are often temporary because new attacks are cre-
ated to overcome the defensive solution).

Researchers have identified the upper bounds of adver-
sarial robustness techniques for certain distributions [11, (16,
32]. In particular, Fawzi et al. [[11] suggested a strong re-
lation between adversarial robustness and the linearity of
a classifier in latent space. Gilmer et al. [16] showed that
when a model misclassifies even a fraction of inputs, it can
be exposed to adversarial perturbations of size O(1/4/n),
where n is the number of input dimensions.

Our work finds that adversarial inputs, generated using a
variety of popular methods, manifest linearly separable ac-
tivation’s we can use to detect when models will fail. While
we test our model on a variety of adversarial methods, at-
tacks on the penultimate layers features will likely cause
our model to fail. One example of this is LOTS [42]], an al-
gorithm designed specifically to break OoD method Open-
Max. The algorithm modifies an image in order to mimick
the features of the OpenMax.

Misclassified Examples and Thresholding Misclassi-
fied examples occur when a model fails to predict an in-
stance of a class, despite the model being trained to predict
that class. Thresholding is a common technique to detect
misclassified data, and has a rich history of research [7, 8],
however, we believe we are the first to consider multiple
layers of the network for thresholding.

Hendrycks and Dietterich [21] provide thresholding re-
sults for misclassified examples on contemporary datasets,
while [13] presented results of the softmax response from
a risk perspective. In recent years, thresholding techniques
have been applied to detect adversarial examples [30, [38]]
and OoD examples [21]. Lu et al. [30] provide the approach
most similar to our own, utilizing layers toward the end of
deep learning models to detect adversarial examples with
SVM-RBEF classifiers. Our work also shows that some ad-

versarial examples can be identified using these features;
however, we achieve higher accuracy by considering the
hidden layers as well as the softmax layer.

Connecting Erroneous Inputs Recent research has
found similarities in the above areas. Hendrycks and
Gimpel [21]] showed that both misclassified and out-of-
distribution examples can be detected by utilizing the max-
imum softmax probability. Ford et al. [12] proposed a
similarity between the fields of adversarial and corrupted
examples, showing empirical and theoretical evidence that
these two fields are manifestations of the same phenomena.
Another notable cross-domain technique was proposed by
Liang et al. [28]], who used adversarial perturbations on in-
put data to discriminate in-distribution from OoD examples.
Finally, Rozsa and Boult [41] argued that adversarial pertur-
bations exist in open space, contrary to popular belief that
they exist near training samples.

The above research highlights the distinct work being
done in each of these four fields, and previous work that
has identified connections between some of these fields. To
our knowledge, our work is the first to fully explore the link
between all of these areas, and the first to detect them with
a single approach.

3. Method

We first formally define the domain of erroneous inputs
(Section and set up the experimental design (Section
[3.2), enumerating the pre-trained models and datasets used
in experiments. Finally, we define the methods for training
and testing (Section @]), evaluation metrics (Section @,
and other details (Section [3.3)) such as dataset sizes.

3.1. Defining the Domain

We defined our domain in the context of detecting when
input data to a visual classification model, f(X) — ), was
classified incorrectly. Incorrect classifications in our exper-
iments encompassed out-of-distribution classes (D), ad-
versarial examples (.A), corrupted examples (C), and mis-
classified in-distribution data (M). M could be consid-
ered any input from in-domain dataset D,,, where output
ypredicted #* yactual~

In our experiments, we train a binary classifier, h(X"),
to detect erroneous examples {Dyyt, A, C, M}, where X’
is the activations of the penultimate and final layers of pre-
trained model f for image X. In h(X"), we consider D,
A, C, and M as belonging to the positive class, which were
in turn classified against the correctly predicted in-domain
dataset Din’ where ypredictad = yactual-

To build the training and tests set for our binary classi-
fier we use validation and test sets from the dataset under
test. Training data is completely disjoint from our test data.
Details in Section[3.5] Our training set was built such that

36



f(A) # Vactual and f(c) # Yactual — WE Only used sam-
ples which the pretrained neural network classified incor-
rectly. When an adversarial or corrupted example is classi-
fied correctly, we do not want to remove the example from
the baseline models purview. Further, adversarial examples
were generated from inputs the model originally predicted
correctly, i.e. f(z) = Vaetuar and f(xz = A) # Vactual-
Finally, it is implied that f(D,:) and f(M) would pro-
duce invalid results, so each example will be taken from
these datasets.

It should be noted that we did not classify in-domain ver-
sus out-of-domain data because we consider the set of ev-
erything except D, to be in-domain: { D;,,, A,C, M} €D
while D,,,,; ¢ D. Further, our initial experiments were set up
to classify correct example sets from each of the erroneous
examples sets, i.e. classifying correct examples against the
set of misclassified examples. Further, we combine the er-
roneous example sets, and jointly classified the data from
correct examples.

3.2. Experimental Setup

For our experiments we used several common baseline
datasets and models for image classification. The baseline
models were fed various correct data and erroneous data and
the activations for both the softmax output and the penulti-
mate layer of the model were collected for use in our detec-
tion models. The baseline models were not altered in any
way during our experiments.

3.2.1 Baseline Datasets and Models

Below are the summaries of the pre-trained models used for
each dataset under test. For uniformity, all images passed
to the pre-trained models were resized and normalized the
same way.

CIFAR-10 contains 32 x 32 colored images of 10 dif-
ferent classes of objects [26]. The dataset has 50,000
training images and 10,000 testing images. Our CIFAR-
10 model was trained using the ResNet50 architecture and
open-sourced by [31].

Tiny ImageNet is a 200-class subset of the ImageNet
dataset where images were cropped and resized to a reso-
lution of 64 x 64. Bounding box information was used in
the image cropping [24]. Our Tiny ImageNet model is a
pre-trained WideResNet [47]. The trained model was open-
sourced by [20].

ImageNet consists of 1000 classes of objects [43]], with
varied dimensions and resolutions. Our work used the vali-
dation dataset to produce examples for our detection model.
We utilized the default pre-trained ResNet50 model in the
Pytorch library for our ImageNet experiments.

3.2.2 Out-of-Distribution Datasets

We use several commonly used OoD datasets:

CIFAR-100 contains 32 x 32 colored images of 100 dif-
ferent classes of objects [26]. We filtered out classes similar
to those found in CIFAR-10 to ensure all classes were truly
OoD, leaving 74 classes. Details on excluded classes are in
the appendix.

SVHN We use the test set from the Street View House
Numbers dataset [|36], which contains colored numbers with
class labels O to 9.

The Scene UNderstanding dataset (SUN) contains im-
ages of scenes with varying resolutions [46].

Places365 contains 365 classes of scenes with varying
image resolutions. We use the high-resolution validation set
for use in our Tiny ImageNet and ImageNet models [48]].

ImageNet-O dataset was constructed from sampled im-
ages from ImageNet-22K [23]]. First, images overlapping
with classes in ImageNet-1K were filtered out. Next, they
retained images that a ResNet50 ImageNet-1K model clas-
sified with high softmax probability. Finally, they hand-
selected a subset of high-quality images.

3.2.3 Corruption Datasets

CIFAR-10-C, Tiny ImageNet-C, ImageNet-C are image
corruption datasets for the purpose of testing model robust-
ness [20]. Each corrupted dataset included 15 common vi-
sual corruptions such as Gaussian noise, blur, and digital
distortions. Each type of corruption had five levels of ’sever-
ity’ for a total of 75 distinct corruptions per image. We used
each corruption and severity type in our models.

3.2.4 Adversarial Attack Methods

We test our method on four different adversarial attacks,
however, we do not claim this method to be robust to any at-
tack or modified hyperparameters of the attacks used. Sec-
tion [5]looks at this further. Further, we looked at the first 20
generated examples of each adversarial dataset to verify the
perturbed images were realistic.

White-box attack methods are used to generate adversar-
ial examples. White-box methods assume the attacker has
full access to the learning model. Next we describe each
attack used in our experiments.

Fast Gradient Sign Method (FGSM) was an attack in-
troduced by Goodfellow et al. [17]. It adjusts the inputs to
maximize the loss based on the back-propagated gradients
of the predicted value: f(A) = X +esign(V,J (6, X,))).
FGSM examples were generated using €=0.01.

Carlini and Wagner 1, Attack (C & W [5) searches for
low distortion in the 5 metric [5]. Notable in the Carlini
and Wagner attacks is x, which allows a confidence level
for the adversarial example to be calibrated. This means
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examples can be generated that the neural network predicts
incorrectly with high probability. Examples in our main ex-
periments were generated with kK = 0 — we did not search
for a perturbed input which satisfied a specific confidence.

Carlini and Wagner 1, Attack (C & W [,,) was a mod-
ified version of the C&W [5 attack. It controls the [, norm,
i.e. the maximum perturbation applied to any pixel [3]].

Projected Gradient Descent (PGD) finds the perturba-
tion that maximizes the loss of a model on an input, and,
after each iteration, it projects the perturbation onto an I,
ball of radius € while also clipping values so they fall within
a permitted range [31] .

Carlini and Wagner [o, [, attacks and PGD attack ex-
amples were generated using the adversarial-robustness-
toolbox with default parameters [37]]. We used the PyTorch
implementation of the FGSM attack.

ImageNet-A is a dataset of ’natural adversaries’.
ImageNet-A was created by taking examples from the Ima-
geNet dataset and removing examples the model predicted
correctly. Then, a subset of high-quality images were hand-
selected [23]. We included this dataset as an extension to
our misclassified experiments.

3.3. SVM Model

We employed a linear Support Vector Machine (SVM)
classifier for our experiments, where examples ({z1}, y1),
wes {1}, ypn) were trained to maximize the hyperplane be-
tween the groups y=0 and y=1. Correct examples were the
base class (y=0).

While MSP and OE use a model-less ROC during evalu-
ation, we evaluate our detection model using five-fold cross
validation. We found that linear SVM’s were able to gener-
alize better in high dimensions than other SVM kernels.

To generate features {z1 }...{a,, } for our SVM, we take
values from the softmax output of the baseline model, sort
them, and concatenate them onto the fully-connected activa-
tions from the penultimate layer. For ResNet50 pretrained
models (CIFAR10 and ImageNet), the penultimate layer is
2048 values, while Tiny ImageNet has a penultimate layer
of size 128.

We present results in this paper with a balanced dataset:
each model contains the same number of correct and erro-
neous examples.

3.4. Testing and Evaluation Metrics

We evaluate binary detection tasks using three metrics:
area under the receiver operating characteristic curve (AU-
ROC), area under the precision-recall curve (AUPR), and
false positive rate at N% true positive rate (FPRN).

AUROC plots the true positive rate (TPR) against the
false positive rate (FPR). Random classifiers score 50%
while perfect classifiers achieve 100%. AUPR is another
cumulative distribution function which plots the precision

Algorithm 1 SVM Training for our hidden activation +
sorted softmax algorithm

Require: Pretrained object classification model, f(X),
where  f,(X)=penultimate layer of f(X) and
fss(X)=sorted softmax output of f(X), i.e. (f(X)).

Require: Known erroneous example set{ D;,, A, C, M}
and known correct example set {C}. Erroneous exam-
ples have y-label 1 in SVM model, while correct exam-
ples have y-label 0 in SVM.

Ensure: Size of correct example set is equal to size of er-

roneous example set: [{C}| = [{Djn, A, C, M}

foriin {C,D;,, A, C, M} do

features « [p(i), ss(i)]

end for

SVM Fit { features,, ... features,}

return SVM detection model

A S

(True Positive)/(True Positive + False Positive) versus the
recall (True Positive)/(True Positive + False Negative).

For our ImageNet model we also present FPRA scores,
also used by [22, 28, 29]. The FPRN calculates the false
positive rate at a set True Positive Rate. We use TPR of
95%, similar to past papers.

3.5. Other Experiment Details

Dataset sizes Sizes generally ranged from 3,500 exam-
ples up to 50,000 examples. There were two exceptions to
this rule: our CIFAR10 pretrained model only misclassi-
fied 475 images on the test set, and TinyImageNet FGSM
attacks rendered only 1,764 bad examples. Details in the
appendix.

Baseline detection models We test our erroneous
datasets on two baselines: MSP [21] and Outlier Expo-
sure [22]]. For MSP, we use the pretrained models as de-
scribed in Section [3.2.1] We use the same pretrained mod-
els for our main experiments, the columns labeled “Linear
SVM” in Tables [[]and 2] As an additional measure, we
test the datasets on Outlier Exposure by using pretrained
models open sourced by the researchers. The models were
trained with a modified loss function which encourages out-
of-distribution examples to fit a uniform distribution. An
important note is that they expose the pretrained model to
OoD examples. Further, the choice of OoD exposure was
important, for instance, corrupting in-distribution examples
with noise did not perform well. As a result, the models
were trained with realistic OoD data from 80 Million Tiny
Images dataset and ImageNet22k.

4. Results

We present our findings: First, Section . 1] breaks down
the results by pretrained models and datasets, then, Section
[.2] presents the combined results across erroneous inputs.
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Table 1. CIFAR-10 and Tiny ImageNet experiments for MSP, Outlier Exposure, Outlier Exposure + Linear SVM (Ours), and Linear SVM
(Ours). Results are presented using five-fold cross validation for each model. All error rates are near zero (less than 0.01). Best results for

each row are bolded.

Test Type MSP [21] OE [22] OE+Linear SVM (Ours) Linear SVM (Ours)
CIFAR-10 Detail AUROC AUPR AUROC AUPR AUROC AUPR AUROC  AUPR
Misclassified - .930 905 927 .908 935 910 939 911
Out-of-Distribution Sun 928 912 .998 .998 1.0 1.0 .989 .989
Out-of-Distribution CIFAR100 925 .908 .992 991 1.0 1.0 .970 .966
Out-of-Distribution SVHN .954 .937 .998 .996 1.0 1.0 1.0 1.0
Corrupted CIFAR10-C 945 926 961 959 975 975 982 982
Adversarial FGSM .830 .825 998 998 1.0 1.0 .980 .980
Adversarial C& Wl 982 973 752 147 .891 .891 991 989
Adversarial C& Wl 916 .893 .817 .808 910 .906 1.0 1.0
Adversarial PGD .999 .999 .989 .996 1.0 1.0 1.0 1.0
Combined 925 915 871 .908 973 977 .969 970
Tiny ImageNet

Misclassified - .860 834 .846 .809 .820 .803 .847 .822
Out-of-Distribution Sun .876 .864 999 999 .999 .998 .994 .993
Out-of-Distribution Places365 .882 .873 993 999 999 998 992 991
Corrupted TinyImageNet-C .895 .885 .996 996 998 997 .994 993
Adversarial FGSM .998 .999 720 .699 984 .983 999 999
Adversarial C&WI, .908 .835 .823 794 994 994 .967 .960
Adversarial C& Wl .855 782 .815 185 995 995 .887 .858
Adversarial PGD .990 991 743 718 .996 998 1.0 1.0
Combined .886 .870 .828 .863 957 964 931 933

4.1. Single Erroneous Dataset Results

In Table [I] we compared Maximum Softmax Probabil-
ity (MSP) [21]] and Outlier Exposure (OE) [22] against our
OE model and our linear SVM, focusing on two pretrained
models: CIFAR10 and Tiny ImageNet. All results are val-
idated with 5-fold cross validation. Results show that our
methods achieve state-of-the-art results on all experiments
except for misclassified inputs on the Tiny ImageNet model.
By applying our method of using the hidden activations as
well as the sorted softmax to linearly discriminate correct
examples from erroneous examples, we are able to outper-
form OE and MSP on 15 of 17 datasets.

In Table[2] we present our results for ImageNet examples
in a pretrained ResNet model. Our linear SVM was trained
and evaluated with five-fold cross validation. In this case,
we only evaluated our method against the baseline AUROC
curve of the MSP. Across all of our tests, our models easily
outperformed MSP.

4.2. Joint Erroneous Example Detection

Section showed how our linear SVM accurately fil-
tered each individual erroneous input type from correctly
processed inputs. In this section, we investigate the com-
bined condition ("Combined’ row in Tables[T]and [2), where

the full set of erroneous inputs are detected by a single lin-
ear model. Here, our experiments unequivocally show that,
across all of our models, the full set of erroneous inputs
could be detected with comparable performance to models
trained to detect individual types of erroneous inputs (AU-
ROCs between 0.941 and 0.973).

A manual analysis of model failures found we success-
fully identified erroneous inputs except examples from PGD
attacks. For PGD, detection failed because inputs tended to
have higher maximum softmax probabilities (PGD inputs
had nearly 100% probability, on average) than the softmax
probabilities of correctly classified examples (80% MSP av-
erage for ImageNet, 86% MSP average for Tiny ImageNet).
Inversely, all other erroneous example sets had lower soft-
max probabilities (between 25% and 93% average). Users
of this technique will need to be mindful of cases like this,
since PGD examples will need their own model. However,
such a model can easily separate correct examples, as shown
in the PGD experiments in Tables [T]and 2]

S. Further Investigation

We examined four additional scenarios in the follow-
ing section: linear separation among erroneous example
sets, high-softmax erroneous examples, left-out erroneous
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Table 2. ImageNet pretrained model experiments for MSP as well as our Linear SVM model. Up arrows indicate when a higher score is
better, while down arrows indicate when a lower score is better. OoD stands for out-of-distribution, Cor. stands for corrupted, and Adv.
stands for adversarial attack. See appendix for all experimental results.

ImageNet MSP [21] Linear SVM (Ours)

Test Type Detail AUROC?T AUPR?T FPR@95%)] AUPR!T AUROC?!T FPROO5%) |
Misclassified - .853 .833 .506 .898 .868 395
Misclassified ImageNet-A .908 910 423 940 940 052
Out-of-Distribution Sun .830 .822 .640 983 981 021
Out-of-Distribution ~ ImageNet-O .656 552 .617 897 873 035
Out-of-Distribution Places365 .846 .843 .618 983 981 015
Corrupted ImageNet-C 927 .924 326 1.0 1.0 0.0
Adversarial FGSM .949 944 222 1.0 1.0 0.0
Adversarial C& Wiy .870 .802 320 875 847 444
Adversarial C& Wl .890 812 223 930 I11 236
Adversarial PGD 990 .990 .030 996 997 .001
Combined .881 .876 472 941 947 277

datasets, and finally corrupted examples with correct pre-
dictions. Each of the experiments show evidence of the
beneficial properties of high-dimensional data, otherwise
known as the ’Blessing of Dimensionality’ [25]. See dis-
cussion in Section [/l for more details.

Discriminability of Erroneous Sets We investigated
whether erroneous datasets occupied the same feature space
by training an SVM to linearly separate erroneous inputs.
Our results, shown in Table 3] indicate that each erroneous
set generally occupies a unique feature space in high di-
mensions. However, in lower dimensions (i.e., the single
dimension MSP), the results were close to random. This un-
derscores the importance of considering the latent vector in
our experiments, and why previous works have only found
links between particular pairs of erroneous input types,
while we are able to jointly separate all erroneous inputs
from correctly processed inputs.

High Softmax Erroneous Examples We explored if our
method was susceptible to high softmax erroneous exam-
ples. Specifically, we filter our CIFAR10 datasets to re-
trieve examples where the maximum softmax probability
is greater than 0.99999. Our filtering yields 342 erroneous
examples from each type (we exclude PGD, as discussed in
Section[4.2)). MSP has an AUROC of .513 and an AUPR of
.532, or nearly random. Our method achieved an AUROC of
922 (£.026) and an AUPR of .935 (£.014). Results pos-
itively indicate that the high-dimensional feature data per-
forms substantially better than its single dimensional coun-
terpart (MSP).

Leave One Erroneous Set Out Our experiments show
we can successfully filter erroneous inputs from correctly
processed ones, but there may be additional kinds of er-
roneous inputs that we have not tested here. To investi-

Table 3. We test the separability of erroneous inputs on our CI-
FAR10 model with Maximum Softmax Probability and a Linear
SVM. The linear SVM model is trained on the penultimate layer
as well as the sorted softmax output, and contains 2058 features.
Results indicate that each type of erroneous input manifests largely
in it’s own feature space in high dimensions, but is not separable
in lower dimensions. Our experiments are performed with 5-fold
cross validation, with error rates all below 0.015.

MSP LINEAR SVM
BASE SECOND AUROC AUPR AUROC AUPR
INCORRECT FGSM .634 660 1.0 1.0
CORR. INCORRECT .530 .530 1.0 1.0
FGSM CORR. 681 .641 981 .983
CORR. C-100 538 426 935 928
C-100 INCORRECT .522 .500 1.0 1.0
FGSM C-100 634 .612 988 .989

gate how robust our method would be against a potential
“unknown” erroneous input, we evaluated our method in a
leave-one-out context, where we train a linear SVM on each
erroneous set minus a single left out erroneous input type,
and then test the model on the left out type. A model ca-
pable of discriminating new erroneous example types has
substantial benefits in a real-world use case.

In our experiments, we use one dataset from each erro-
neous group from our CIFAR10 model: the misclassifica-
tion dataset, FGSM attacks, SVHN, and CIFAR10-C.

Our results indicate that our method will be able to gen-
eralize to new types of erroneous inputs, but at the cost of
accuracy: most notably, unseen FGSM detection dropped
to an AUROC of .822 and AUPR of .817, a substantial drop
from .999 AUROC when FGSM inputs were part of train-
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ing. Similiarly, unseen SVHN dropped slightly from an
AUROC of 1.0 to .987 (AUPR = .988), Unseen corrupted
were detected with .952 AUROC .958, compared with .998
AUROC originally. Interestingly, misclassified examples
were detected at similar rate: .863 AUROC and .855 AUPR.

Corrupted Example Finally, we experimentally evalu-
ated how effectively we could separate correctly processed
corrupt examples (f(C) = Vactuar) from erroneous exam-
ples. For this experiment, we used five-fold cross validation
on our CIFAR-10 dataset. Experiments elicited strong re-
sults, with AUROC’s between .956 and 1 and AUPR’s from
0.955 to 1. Interestingly, the dataset that performed the
worst was incorrect corrupted images, with AUROC 0.956,
indicating the model had most trouble discriminating sim-
ilarly corrupted images. MSP, on the other hand, has an
AUROC of 0.813 and 0.794 when discriminating corrupted
examples with correct predictions from other erroneous pre-
dictions.

6. Real-World Use Case

To promote potential use of this model, we describe a
simple production scenario for this algorithm:

An autonomous vehicle relies on a legacy machine learn-
ing algorithm f(z) to determine its course of action, where
x is the video input from the vehicle’s camera. Specifically,
f(x) outputs a vehicle’s next course of action (e.g. turn-
ing the wheel, stopping, etc.) based on visual cues from
the road ahead. The model was originally trained to be ro-
bust against erroneous inputs by a method such as OE [22],
however, the model still fails in certain scenarios, such as:
1) Natural adversarial images that the model misclassifies,
such as the dog behind a bush pictured in Figure[T] 2) The
model receives corrupted input data, such as camera distor-
tion in poor weather. 3) The model receives an input which
it has never seen before, such as an exotic animal. 4) New
adversarial attacks on the camera system meant to fool the
model.

During testing and use of the autonomous driving soft-
ware, engineers have flagged various erroneous inputs
where f(x) fails. These inputs are compiled into a dataset,
and the engineers follow our methods to train an SVM to
delineate bad examples from inputs where f(x) performs
well. The resulting model can be quickly deployed to
alert drivers when new erroneous inputs are present and the
driver needs to take control of the vehicle. This quick cor-
rective mechanism adds safety measures to an existing pro-
duction software.

7. Discussion

Erroneous inputs have been largely studied as distinct
phenomena, however, our results show that these faulty in-
puts can be broadly detected by considering a model’s in-
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Figure 3. The hyperplane separating erroneous examples from cor-
rect examples in our Tiny ImageNet model. 0" on the y-axis rep-
resents the optimal hyperplane in a linear SVM classifier. To im-
prove visualization, we only include a subset of the correct and
erroneous example sets.

ternal behavior. We propose a new internal activation com-
bination that allows for the broad detection of faulty data
including corrupted, out-of-distribution, misclassified , and
four types of adversarial attacks.

We believe that the positive outcomes in this paper
result from the beneficial properties of high-dimensional
data. Contrary to the popular ’Curse of Dimensionality’
[2l], which argues that problems become more difficult in
high-dimensions, Kainen coined the term ’Blessing of Di-
mensionality’ describing scenarios in which complex data
is more beneficial [25]].

Stochastic separation theorems recently introduced by
Gorban and Tyukina [[19] formally established this phenom-
ena, showing that in moderately high-dimensions we can
achieve linear separability of sets with probability close to
1. Further work by the researchers presented a similar ex-
periment to our own [18] by using LDA to discriminate
anomalies from correct data on a simple dataset. These re-
sults are consistent with our experiments in the preceding
sections.

A model capable of interpreting the breadth of all in-
puts is at best years away, and thus detection of ‘bad’ data,
which will cause models to fail, is essential for the safe use
of any real-world system. We argue that by moving towards
detection of bad data in the broader application of a learn-
ing based system, we can advance the reliability of machine
learning models in real-world applications.
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