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Abstract

In this paper we develop FaceQvec, a software compo-

nent for estimating the conformity of facial images with

each of the points contemplated in the ISO/IEC 19794-5, a

quality standard that defines general quality guidelines for

face images that would make them acceptable or unaccept-

able for use in official documents such as passports or ID

cards. This type of tool for quality assessment can help to

improve the accuracy of face recognition, as well as to iden-

tify which factors are affecting the quality of a given face

image and to take actions to eliminate or reduce those fac-

tors, e.g., with postprocessing techniques or re-acquisition

of the image. FaceQvec consists of the automation of 25

individual tests related to different points contemplated in

the aforementioned standard, as well as other characteris-

tics of the images that have been considered to be related

to facial quality. We first include the results of the qual-

ity tests evaluated on a development dataset captured under

realistic conditions. We used those results to adjust the de-

cision threshold of each test. Then we checked again their

accuracy on a evaluation database that contains new face

images not seen during development. The evaluation re-

sults demonstrate the accuracy of the individual tests for

checking compliance with ISO/IEC 19794-5. FaceQvec is

available online1.

1. Introduction

The accuracy of the output decision of a biometric sys-

tem, e.g., a face recognition system, can only be as high as

the reliability of its input data. That reliability, a concept

popularly known as “quality”, refers to the ability of the

input sample to be used for recognition purposes produc-

1https://github.com/uam-biometrics/FaceQvec

ing accurate results [2]. Recently, with the growth of bio-

metrics, quality assessment has become one of the research

topics with the highest interest of the community as it is one

of the main factors responsible for the good performance of

biometric systems [17].

Simplifying the theory under biometric quality [12], we

can state that if the input samples of a given biometric sys-

tem are of low quality, the output that it will return is going

to be inexact. On the other hand, if the input samples are

of high quality, the results obtained will be more accurate.

At this point one of the main drawbacks of face recognition

appears, i.e., the high variability of the samples of a same

subject due to the variability inherent to the acquisition pro-

cess (done at a distance, under uncontrolled illumination,

etc.). Due to that variability, the quality of face images can

be really diverse, compromising the accuracy of face-based

recognition [10].

Knowing the impact that face quality has in the recogni-

tion accuracy, a big question arises: How can face quality

be measured? Or more specifically: How can we distin-

guish between high quality and low quality images? In this

work we focused on developing and evaluating FaceQvec,

a bank of tests which return scores that serve as estima-

tions of face quality. These multiple scores can be useful to

know if a face image will give accurate results when used

for face recognition. The selection of the tests that conform

FaceQvec has been based in previous research in face and

image quality and it contains methods to evaluate factors

like: pose, illumination, blur, and occlusions.

In this paper we: i) present FaceQvec, a new face qual-

ity assessment software based on a collection of 25 indi-

vidual tests designed to check image compliance with the

ISO/IEC 19794-5 standard, ii) include a brief description

of each one of the 25 tests that compose FaceQvec, iii)

test FaceQvec on a dataset acquired under realistic condi-

tions in order to adjust the decision thresholds of the differ-
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ent tests, and iv) we evaluate the accuracy of the adjusted

tests on another realistic dataset. Our results validate the

utility of FaceQvec, and open new application opportuni-

ties to face quality assessment methods. This proposed ap-

proach is in line with the recent announcement by NIST of a

new benchmark campaign focused in vector quality assess-

ment for face biometrics related to ISO compliance. This

new NIST initiative follows another related very successful

benchmark campaign around scalar face biometric quality

that have been running in the last 2 years [11, 10], and it

is related to the standard on face biometric quality ISO/IEC

WD 29794-5 now under development.

The rest of this paper is organized as follows: Sec-

tion 2 gives an overview of the field of face quality and

the works proposed so far in the literature. Section 3 de-

scribes FaceQvec, including the description of the tests that

conform the software. Section 4 summarizes the develop-

ment and evaluation databases, the experimental protocol,

and the results obtained. Finally, concluding remarks and

future work are drawn in Section 5.

2. Related works

Nowadays, two of the most relevant and extended pub-

lic standards related to quality assessment in biometrics are

the ICAO 9303 and the ISO/IEC 19794-5 [3]. These docu-

ments are actually a series of guidelines for the acquisition

of high quality images, i.e., portrait-like images, for their

inclusion in machine-readable official documents like pass-

ports and ID cards. These guidelines are based on the typ-

ical impact that certain features like blur, occlusions, and

resolution have in the quality of facial images. However,

these reports do not specify the minimum requirements for

each of the quality features in order to consider an image of

high quality, and they neither indicate the method to mea-

sure each of the features. In order to implement their recom-

mended guidelines for face quality assessment, it becomes

necessary to define specific tests and minimum thresholds

for each one of the quality features that can be used to ver-

ify the compliance with the standards.

First works related to face image quality assessment ap-

peared at the beginning of the 00’s [19, 9], and were gener-

ally centered in extracting hand-crafted features from face

images and using them to calculate one or a few quality

measures [6, 15, 16]. These measures estimate the pres-

ence of features like illumination, blurriness, and extreme

pose, that can have a significant impact on the recognition

performance. A good example of these approaches is the

work in [5], where the authors focused on studying the im-

pact that different levels of illumination can have on face

recognition.

The main drawback behind these first approximations is

their narrow scope as they only measured one or two qual-

ity features at most. Another handicap is that many of these

earlier methods did not return a numerical value for each

test that can be used to establish thresholds to decide if an

image complies with the standard or not. A more recent

work [1] took a step forward to solve those limitations by

augmenting the number of features they measured and com-

puting a numerical Face Quality Index (FQI) that combines

five individual quality factors: contrast, brightness, focus,

sharpness, and illumination.

The BioLab-ICAO framework was presented in [7] as an

evaluation tool for ISO/IEC compliance checking. The au-

thors, after an in-depth study of the ISO/IEC 19794-5 stan-

dard, defined a set of 30 different individual tests for each

input image related to the geometry of the face, e.g., lo-

cation and separation of the eyes, and to the photographic

properties of the images, e.g., focus and contrast. The out-

put of each one of those tests consists of a numerical score

in the [0,100] range. This framework represented one of the

first attempts of developing an automatic tool to assess the

level of compliance of an image with a public standard in

face biometrics.

The high growth experienced by deep learning in the

last decade, mainly due to its improved accuracy respect

to hand-crafted methods, has led the research linked to face

quality assessment to also adopt these methods with great

success. This is the case of works like [20, 18] where Con-

volutional Neural Networks (CNNs) where used to predict

the presence of factors like the quality of the illumination.

Most of the current works in face quality assessment are

following a different approach compared to the older works

mentioned previously in this section. The early research

stage was mainly focused on developing individual tests ca-

pable of giving an estimation of the presence of factors that

researchers assume that should affect face quality, e.g., blur,

resolution, and occlusions. Works like [4, 14, 13] have the

objective of correlating the quality of an image to the ex-

pected accuracy when using that specific sample for face

recognition. They do it by training deep learning models us-

ing large datasets labeled with quality values related to face

recognition. Thus, the predictions from the trained mod-

els will be highly correlated to the face recognition accu-

racy of some state-of-the-art commercial recognition sys-

tems. These new approaches to face quality assessment are

very useful to improve the performance of face recognition

systems, since for each input image they return a global nu-

merical quality score specially designed with that target in

mind. However, the methods designed to that extent do not

usually give information about which specific image fea-

tures are affecting the quality of the face images. Knowing

about those individual image features can be very benefi-

cial, e.g., in the enrollment of new users, when detecting the

presence of bad quality factors can be used to give detailed

feedback to the users to solve the acquisition problems that

may be occurring.
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With this desire in mind, our target here has been devel-

oping FaceQvec, a software tool that comprises a selection

of face quality tests as complete as possible. We took the

work in [7] as our main reference since, as far as we know,

there are no other works so comprehensive, with such a

good scientific basis, and so well documented regarding the

study of the compliance of facial images with the ISO/IEC

standard. However, there is more advanced and accurate

technology at present than the one used in [7] in 2012 that

would allow automating some of the quality tests with much

better accuracy. For example, recent advances in deep learn-

ing and computer vision could be used to obtain more robust

results regarding tests like pose estimation and eye tracking,

that in 2012 were carried out with slower and less reliable

algorithms.

Summarizing, the present work develops an automated

tool for face quality estimation based on the ISO/IEC

19794-5 standard. We developed a software component

consisting of a set of 25 individual tests based on the guide-

lines of the mentioned standard. We used a combination of

traditional methods (known in the literature as hand-crafted)

and deep learning-based models to calculate the result of

each one of the tests. The quality measures from FaceQvec

can be used to improve face recognition in several ways: i)

discarding the samples that do not reach a minimum qual-

ity during enrollment; ii) estimating the reliability of face

recognition when using a specific sample for that purpose;

and iii) as a confidence value to improve decision-making

processes [8].

3. FaceQvec: framework description

This section enumerates and describes the set of individ-

ual quality tests that conform FaceQvec, which have been

designed to evaluate the compliance of a face image with

the ISO/IEC 19794-5 standard that indicates some of the

factors that can affect face quality. According to it, con-

trolling elements such as resolution, illumination, pose, and

focus will make two images coming from the same sub-

ject to look as similar as possible. These are the kind of

images that can be consider of high quality since they will

make easier to distinguish the identity of the person in the

photo, therefore increasing the accuracy of face recognition.

However, as we mentioned previously, the standard does not

contain descriptions of all the quality factors that can affect

a face image, and for those that it describes it does not spec-

ify a concrete way to measure them.

Due to the lack of details of the ISO/IEC standard and

its ambiguity, the first step we considered when designing

FaceQvec was defining the selection of the individual fea-

tures that we want to measure for each face image. This se-

lection had to be as complete as possible in order to serve as

a reliable estimation of face image quality. Initially, after a

through review of the literature (that we have summarized in

Section 2), we decided to use the the work presented in [7]

as the main reference of our work in order to make the ini-

tial selection of the individual quality tests to be included in

FaceQvec. We decided to do so because the tests described

in [7] are of the same nature and objectives as those of the

present project.

The authors of [7], after studying the ISO/IEC standard,

defined a set of 30 well-defined features related to the ge-

ometry of the face, e.g., location and separation of the eyes,

and to the photographic properties of the images, e.g., fo-

cus and contrast. Those characteristics would serve as cri-

teria to assess the degree of conformity of a facial image

with the ISO/IEC quality standard. In this project we have

started from the proposal in [7], but doing a different selec-

tion of tests and applying more accurate technologies and

algorithms when possible.

3.1. Selection of the final set of quality tests

The criteria we followed for selecting the final set of

quality features to be measured has been based on the

following points: 1) the expected impact that each fea-

ture can have on face recognition (based on the litera-

ture), 2) the computational requirements of measuring each

quality feature, and 3) the existence of well-known algo-

rithms/methods to calculate each feature, or alternatively,

the easiness of implementing our own solution.

Based on the enumerated criteria, from all tests the de-

fined in [7] we made a first selection of candidates, focusing

on those classified in their paper as “Photographic and pose-

specific tests”, discarding a few of them, and also those that

use to be carried out by other modules/stages of the recogni-

tion pipeline like the face detector. Then this first selection

has been completed with tests from other relevant publica-

tions in the literature and also with additional self-designed

tests for checking image features that, based on our experi-

ence, can severely affect the quality of facial images. After

this definition stage, we concluded that a total of 25 tests

would be sufficient to evaluate the compliance of a facial

image with the ISO/IEC standard.

3.2. FaceQvec implementation details

The first stage in the workflow of FaceQvec consists in a

preprocessing phase that is applied to input images in order

to normalize and regularize them. Some of the tests are

highly sensitive to changes in the images like their size or

the precision of the face detector, so this stage was added to

make their results as robust as possible. The three steps that

conform the preprocessing module are:

• Face detection and localisation: we use a face

detection engine based on MobileNet v2, fine-tuned

for face detection using a private database of our own.
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Table 1. Definition of the quality tests of FaceQvec including brief descriptions of the methods used.

Test Description Method

1 Blur Laplacian of the image to highlight the edges in it.

2 Eyes direction Euclidean distance between the pupil and the center of the eyeball.

3 Presence of ink marks Background and face segmentation and a color-based ink detector.

4 Odd skin colour Detection of skin pixels of unnatural colour based on a color-based detector.

5 General illumination Detecting if the facial image is too dark (or too bright) based on mean pixels value.

6 Contrast Checking if the pixels are concentrated in a small part of the possible range.

7 Pixelation Checking the presence of horizontal and vertical borders at a periodic distance.

8 Hair over face Hair segmentation inside the face zone using a pretrained CNN.

9 Eyes open/closed Measuring the distance between the landmarks of the eyes.

10 Heterogeneous background Background segmentation and clustering of the pixels’ values using k-means.

11 Pose estimation Roll, pitch, and yaw estimation using a pretrained CNN.

12 Light reflections on skin Looking for overexposed zones inside the face based on pixels’ values.

13 Red eyes Looking for red eyes based on colour segmentation.

14 Shadows in the background Background segmentation and shadow detection based on colour.

15 Shadows over face Face segmentation and shadow detection based on colour.

16 Detection of sunglasses Detection of dark pixels in the eyes region and its surroundings.

17 Light reflections on glasses Looking for overexposed pixels in the eyes region and its surroundings.

18 Wide frames of the glasses Looking for wide edges in the eye zone surroundings.

19 Frames covering the eyes Looking for edges inside the eye zone.

20 Hat Looking for pixels if unnatural colour in the upper forehead region.

21 Veil Looking for pixels if unnatural colour in the lower part of the face.

22 Mouth open/closed Measuring the distance between the landmarks of the mouth.

23 Other faces Detecting if there are other faces in the images.

24 White noise estimation Convolution with a kernel designed to remark this type of noise.

25 Expression Detecting subject’s facial expression using a pretrained CNN.

The outputs of the detector are the coordinates of the

bounding boxes encompassing each of the faces de-

tected in the image.

• Face cropping: we discard the image outside the

bounding box but we add a margin of 20 pixels on each

side of the bounding box (when possible) as many de-

tectors crop part of the ears, chin, and hair. Some of

the quality tests are focused on studying these areas,

so including them in the final image is necessary.

• Face Resizing: the final face image is resized to 112×

112× 3 pixels. It is important to follow this last step,

as many of the checks are sensitive to image size and

resolution.

After the preprocessing stage, the resulting face images

are evaluated on each one of the 25 quality tests. A defi-

nition of each one of the tests, aside a brief description is

given in Table 1. We want to highlight that for the imple-

mentation some of the tests, e.g., Mouth open, Eyes closed,

Hair over face, and Pose estimation, we have applied deep

learning models motivated by their higher accuracy com-

pared to traditional methods in tasks such as image segmen-

tation and landmarks detection.

The original output of each individual test was a number

that could serve as an estimation of the level of compliance

of the image with each specific point of the quality standard.

However, this type of output represented difficulties for its

evaluation since the methods’ accuracy is computed on real

databases where numerical and objective quality scores are

usually not available. For example, the datasets we used in

this paper are labeled by experts, not with numerical scores

about the level of compliance but with binary decisions re-

garding ISO/IEC compliance for each considered quality

feature. The images receive a 0 if the experts consider they

do not comply with a specific feature or they will be labeled

with a 1 if they have enough quality to comply with that

part of the quality standard. Thus, to be able to compare the

groundtruth quality labels with the outputs of the tests of

FaceQvec we need the output of the tests to be also binary,

i.e., for each specific facial image the tests must answer the

question: Does the image pass the test? Consequently, we

have thresholded the original output of each one of the in-

dividual tests to make them to return a binary score (0 or

1) similar to the groundtruth labels. This way we manage

to know categorically whether or not a given facial image

meets the minimum quality requirements related to each as-

pect of the ISO/IEC standard.

With this approach we think we have managed to obtain

an accurate estimation of the quality of face images both

from the perspective of each individual quality feature and

from a global point of view thanks to the complete selection

of tests. It would be possible to extend these results in the

future if we have access to a database with numerical labels
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Figure 1. Examples of images of the development and evalua-

tion databases. Upper row: ID and Selfie images of the develop-

ment database. Bottom Row: images of the evaluation database.

that measure the degree of compliance with the test, e.g.,

with a numerical score between 0 and 100.

4. FaceQvec: evaluation

In this section we present two different evaluations made

to the 25 tests of FaceQvec. With these evaluations we in-

tend to answer the question: How accurate is a particular

quality test? For this purpose, a first analysis of the individ-

ual tests was done using a development database captured

in a real scenario. With this evaluation, in addition to have a

first glance of the accuracy we can expect from the tests, we

were searching to adjust the configuration of their decision

thresholds. Then, we performed a second evaluation with

the optimized thresholds on a different database to see how

discriminating the tests are when facing new and never-seen

face images.

4.1. Databases

The development database is composed of 1,050 sub-

jects, containing 3 face images for each one of them: 2 front

photographs of their official ID document (one taken with

the flash activated and one without flash), and 1 selfie pho-

tograph captured by the subject itself. All the images are

labeled by experts with regard with their compliance with

each quality test defined in FaceQvec (positive/negative de-

cision). The database also includes the images after face

detection and cropping. The images of this database were

Table 2. Distribution of groundtruth quality labels for the de-

velopment database.
Test Positive Negative Test Positive Negative

1 979 83 14 1031 31

2 822 83 15 632 430

3 1062 0 16 1062 0

4 995 67 17 969 93

5 887 175 18 957 105

6 951 111 19 1055 7

7 793 269 20 1056 6

8 1037 25 21 1056 6

9 1020 24 22 883 179

10 692 370 23 1062 0

11 929 133 24 1055 7

12 953 109 25 677 385

13 1057 5 - - -

captured in a real scenario where the users of a mobile ap-

plication were said to take photographs of their ID docu-

ments and also a selfie, and after that they had to upload

the images to a server using the app. Therefore, the images

of the database vary enormously in their quality as different

users had cameras of distinct qualities, their skill as pho-

tographers was also variable, and the acquisition conditions

(mostly of the selfie) could be more or less favourable, i.e.,

the lighting conditions, the presence of blur, etc.

The second database consists of 320 images of 128 dif-

ferent subjects, with a ratio of images per subject ranging

from 1 to 14 images. The images were captured in a sce-

nario that mimics a border access control post. We built

a vertical stand with an Intel RealSense DS435 camera on

it. The images were captured under 4 different illumination

conditions: superior lighting, back lighting, frontal lighting,

and diffuse lighting. Similarly to the development database,

in this case the images are also labelled by humans ac-

cording to their compliance with each one of the tests of

FaceQvec. Nevertheless, the images of this database are

of a different nature than the ones from the development

database, presenting more controlled acquisition conditions

so this should be translated into higher face quality values.

The different illumination scenarios can also impact in the

results of several quality tests like those related with shad-

ows, overexposure, or skin color.

Figure 1 shows the structure of the databases and also

some examples of images belonging to the development and

the evaluation databases.

The process of acquiring the databases let us clear that

quality assessment tools like FaceQvec are necessary in or-

der to avoid the inclusion of “garbage” in the datasets dur-

ing enrollment. In the case of the development database,

many users took their selfies while wearing sunglasses, hats,

and other facial complements, with extreme poses and an-

gles, or under bad illumination conditions. A software like

FaceQvec can be used during acquisition to determine in

which way an image is not complying with the quality stan-

dard, and then that feedback can be given to the user to solve
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Table 3. Distribution of groundtruth quality labels for the eval-

uation database.
Test Positive Negative Test Positive Negative

1 314 40 14 351 3

2 315 39 15 347 7

3 345 9 16 354 0

4 352 2 17 299 55

5 349 5 18 338 16

6 354 0 19 345 9

7 352 2 20 353 1

8 351 3 21 346 8

9 348 6 22 317 37

10 332 22 23 354 0

11 345 9 24 354 0

12 305 49 25 231 123

13 351 3 - - -

the problems in the image before acquiring a new one. In

the case of the second database, where the images were cap-

tured simulating a border access control post, the face qual-

ity information can be used in the same way to give feed-

back to the border guards.

As we mentioned previously, the images of both

databases have been labeled by experts with binary infor-

mation about the presence or absence of each one of the in-

dividual quality features evaluated by the tests. A positive

label (1) means that the image complies with the ISO/IEC

standard for that specific quality test. On the contrary, an

image with a negative label (0) means that ISO/IEC would

not give its approval for that individual quality test. Since

both databases were captured in realistic environments, for

most of the tests the number of images with positive and

with negative labels will be unbalanced.

Table 2 shows the distribution of positive and negative

labels for each individual test for the images of the devel-

opment database. As can be seen in the table, we only run

FaceQvec’s quality tests on the selfie images of the devel-

opment database, not on the ID photographs. FaceQvec

has been designed mainly thinking about giving feedback

to users. However, in the case of the photographs taken to

the ID documents, we are actually facing face images in-

cluded into the documents so improving their quality is not

possible. We could use FaceQvec to detect some problems

associated to general image quality, i.e., reflexes, blur, low

contrast, and unnatural color, but there is nothing we can do

with the quality of the face itself.

Table 2 also shows that there are some quality tests with

the two classes unbalanced, like the ones that measure the

presence of red eyes, hats, and veils. All the tests with un-

derrepresentation of negative samples in the development

database are highlighted in red in the table. This underrep-

resentation for some tests was expected as the users were

said to take their selfies trying to reach portrait-like quality.

In the same manner, Table 3 shows the number of images

with positive and negative labels for the second database. In

this case there are many more tests with unbalanced classes

than for the development database. This is caused by the

more controlled acquisition conditions and the lower num-

ber of images in the database. From the point of view of

the results, this underrepresentation for some tests makes

impossible to determine their error rates correctly. Due to

this, results for certain quality tests are not included in this

article and others are not completely reliable. In the future

we plan to acquire and label a new database containing a

more balanced number of samples for each of the quality

tests proposed in FaceQvec.

4.2. Analysis on development data

In this section we analyse the results of a first evaluation

of the quality tests over the development database (only for

those tests with a significant number of both negative and

positive samples). With this evaluation, in addition to ob-

taining a first estimation of the accuracy of the tests, we also

wanted to use the information to adjust the individual deci-

sion thresholds to make the tests work with high accuracy

when facing new images.

For each quality test of FaceQvec we calculated a Re-

ceiver Operating Characteristic curve (ROC) comparing the

True Positive Rate (TPR), i.e., the percentage of images

classified positively that are actually labeled positively in

the development database, versus the False Positive Rate

(FPR), i.e., the percentage of images estimated as positives

that were actually labeled as negatives in the development

database. This way we were able to fix a decision threshold

for each test in a point with a good balance between sen-

sitivity and tolerance. Each point of the ROC corresponds

to a pair (TPR, FPR) obtained for a specific value of the

decision threshold. For each curve we also computed the

Area Under the Curve (AUC) as it is a useful metric to esti-

mate the discriminating ability of the quality tests. An AUC

closer to 1 means that the test is highly accurate, since that

implies that it has a TPR near to 1 and a FPR near to 0. We

calculated these performance metrics for all the tests except

for those highlighted in red in Table 2, due to the scarcity of

negative samples.

The ROCs together with the corresponding AUCs can be

seen in Figure 2. Most of the tests obtained a value for the

AUC between 0.65 and 0.80, with a few ones like “Mouth

open” that presents an even higher AUC (0.87 in this case).

After looking at the results we made a classification of the

tests into three different categories according to their AUC,

i.e., their performance level: 1) High performance: tests

with AUC values equal or superior to 0.75, 2) Medium per-

formance: those with an AUC between 0.65 and 0.75, and

3) Low performance: tests with an AUC under 0.65.

Due to extension constraints we can not discuss here the

results for all the tests so decided to focus on the Low per-

formance class to try to reveal the causes of their high error

rates:
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Figure 2. ROC curves for the FaceQvec tests. Results were obtained only for the selfie images of the development database and for those

tests with a significant amount of negative cases.

• Test 2 (Eyes direction): In this case the AUC was ex-

tremely low (0.51) being similar to a random decision.

This test makes use of a pretrained CNN for the de-

tection of the iris landmarks. It seems than that detec-

tion has been deficient and therefore, the distance be-

tween the geometric center of the eyeball and the pupil

is not reliable enough. We think this can be caused by

the low resolution of the images of the development

database, since further testing made on images with

higher resolution showed superior performance both

for the landmark detection model and for the whole

test.

• Test 11 (Pose estimation): For this test, we think that

the low accuracy (AUC = 0.62) is also caused by a

pretrained CNN, in this case used for pose estimation.

The main issue with this pretrained model is related

with the preprocessing stage of the input images that

crops the images leaving only the face area. However,

the pose estimation model needs information about the

surrounding area of the face in order to make accurate

estimations of the roll, pith, and yaw angles. Addi-

tional tests showed that the accuracy of this tests in-

creases when executed before image cropping.

• Test 17 (Light reflections on glasses): This test has

obtained a low AUC (0.64) likely due to the poor ac-

curacy of the eye landmarks detection when the sub-

jects are wearing glasses. Here we think that using an

eye landmarks detector more robust to the presence of

glasses will be helpful to increase the accuracy of the

test.

After this analysis of the results, we used the ROC curves

to fix the decision threshold of each individual quality test.

We decided to set the thresholds to a value that gave us the

highest TPR possible while maintaining the FPR at least

under a 50%. These are the values of the thresholds that

will be used later in the evaluation over the second dataset

in order to see how well the quality tests generalise on new

and different face images.

4.3. Analysis on evaluation data

In this section we include an evaluation of the quality

tests over the images of the second database, with the de-

cision thresholds adjusted to the values obtained during the

first evaluation. The main question we wanted to answer

with this new analysis is: How consistent and discriminant

are the results of the quality tests when executed on other

type of face images?

Table 4 shows the performance of each individual test,

including its accuracy, TPR, and FPR. We only calculated
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Table 4. Performance of the quality tests for the evaluation

database.
Test Accuracy TPR FPR

1 0.79 0.95 0.05

2 0.43 0.92 0.08

4 0.98 0.99 0.01

5 0.83 0.99 0.01

6 0.97 1 0

7 0.69 0.99 0.01

10 0.93 0 1

11 0.72 0.97 0.03

12 0.85 0.90 0.10

15 0.73 0.99 0.01

17 0.78 0.88 0.12

18 0.83 0.97 0.03

22 0.94 0.98 0.02

25 0.65 0.77 0.23

the results for the quality tests for which we were able to fix

the decision threshold during the development evaluation.

However, as mentioned previously, the database used in the

second evaluation also presents a large mismatch between

positive and negative classes for many tests, so the results

for those will not be fully reliable.

We can now look more in detail to the results of the three

different categories of tests defined in development, i.e.,

High perf., Medium perf., and Low perf.. First, for the tests

of the High performance category, i.e., 4, 5, 6, 12, and 22,

the accuracy rates we obtained are again among the highest

ones, all between 0.83 and 0.98, so it seems acceptable to

assume that these tests are generalizing correctly over new

images. However, for the tests number 4, 5, and 6, Table 3

shows that that there is a practical absence of negative cases

in this second database so their accuracy values must be

taken with caution. If for those tests we focus our analy-

sis only on the images with positive labels (from which we

have a sufficient number of images to obtain statistically ro-

bust results) we see that they are accurate with TPR values

close to 0.99 and FPR values close to 0.01.

Secondly, if we analyse the results of the tests of the Low

performance category, it can be seen than the test number

2 is the one with the worst accuracy, obtaining again a per-

formance similar to random guess. Table 3 showed us that

this test presents a significant number of negative samples in

the evaluation database, so this should not be affecting the

process of computing its accuracy like it was in the case of

other tests. For the other two quality tests in this category:

11 (Pose) and 17 (Light reflections on glasses), the accu-

racy is not too low (over 0.7). In the case of the Pose test,

the number of negative samples is really unbalanced with

respect to the positive class so we think this can be causing

that increase in accuracy respect to the development evalu-

ation.

Summarizing, the results of the second evaluation show

that the accuracy of the majority of the tests is consistent

with the one obtained during development. Therefore, it

seems acceptable to assume that the performance of the tests

after the calibration of their decision thresholds is general-

izable to other type of face images. The tests showed to be

reliable to detect correctly those images that comply with

specific points of the ISO/IEC standard, but to determine if

they are equally accurate for detecting non-compliant im-

ages, an additional evaluation on a database with a high

number of images with negative labels is necessary.

5. Conclusion and future work

In this paper we presented FaceQvec2, a software tool

that consists of 25 tests related to face quality that check the

conformance of face images with the requirements specified

in the ISO/IEC 19794-5 standard. We included a brief de-

scription of each individual test, specifying the methods and

the criteria we used for determining ISO/IEC conformance.

We performed a first analysis on a development dataset

where we calculated the performance of each one of the

tests individually, and we used that information later to

adjust their decision thresholds. After that, we evaluated

FaceQvec again on a second database (applying the adjusted

thresholds) and we verified that the face quality tests gener-

alized correctly when facing new face images.

Nevertheless, our analysis presents a limitation, i.e., the

practical absence of negative samples for some quality tests

both on the development and evaluation databases. This

makes difficult to analyze the accuracy of the tests when

facing non-compliant images. Additionally, there are some

quality tests that are not as accurate as desirable, so further

refinement work will help.

Derived from the previous conclusions, we propose as

future lines of action to obtain a greater amount of balanced

data for future analysis and better characterization of the

system’s performance. Taking advantage of new data, an

improvement of the individual performance of some of the

quality tests could be addressed in order to jointly contribute

to an improvement in the overall system performance.
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