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1. Introduction
This supplementary material first displays the detailed model architecture for SAPNet, including the specific layers for

the proposed progressive dilated unit (PDU) and channel residual attention (CRA). Next, we clarify the details about our
user study and make a parameters comparison for different models. After that, we list more ablation study result in terms of
qualitative and quantitative metrics.

Finally, we provide additional visual comparison on the performances of SAPNet against top-performing methods like
DDN [1], RESCAN [5], PreNet [7], MSPFN [4], MPRNet [11], EffDerain [2], Syn2Real [10], and MOSS [3]. For synthetic
rainy images, we select images from Rain100L [9] and Rain100H [9]. For real world images, we select images from MOSS
[3] and SIRR [8]. Yolov3 [6] and PSPNet [12] is used for object detection and semantic segmentation, respectively.

2. Detailed Network Architecture
In this section, we supplement the detailed network Architecture for SAPNet. Specifically, we present the layer details

about progressive dilated unit (PDU) in Table 1 and channel residual attention (CRA) in Table 2.

3. User Study and Model Parameter
3.1. User Study Comparison

We have conducted a user study for a comprehensive assessment of deraining methods on real-rainy images. Specifically,
100 adult participants from age 18 to 40 are randomly selected to attend the survey for the user study. We then randomly
choose one photo from each of the three datasets, including Rain800, SIRR, and MOSS. The participants are asked to rate
that three images with a score from 1 (worst) to 5 (best). The final user study score is the average from that three images.
Some results of user study details are in Fig. 1. We can see that SAPNet outperforms others with the most ‘5’ (47%) and the
least ‘1’ (2%)

3.2. Parameter Comparison

We draw the graph for model parameters and user study scores at Fig. 2. We find that SAPNet has a higher PSNR (29.46)
and SSIM (0.897) and fewer model parameters (0.18M) than most methods. Although DDN, RESCAN and PreNet have a
comparable model size, their PSNR and SSIM are significantly worse than SAPNet.

4. More Ablation Studies
4.1. Ablation of Limited Training Images

To demonstrate SAPNet’s effectiveness at limited (labelled) training images, we conduct a quantitative comparison on
Rain100H. Table 3 shows the performances of SAPNet when there is 40%, 60% and 100% training images. We can see that
SAPNet maintains high PSNR and SSIM scores even without a large proportion of training images.
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Require: rainy image y, recurrence step t, recurrent unit output x
Name Details
Add0 Add(y, xt−1);
Conv0 Conv(6,32,3,1,1); ReLU;

Res Conv1 Conv(32,32,3,1,1,1); CRA(32,16); ReLU;
Conv(32,32,3,1,1,1); CRA(32,16); ReLU;

Add1 Add(Conv0, Res Conv1); ReLU;

Res Conv2 Conv(32,32,3,1,1,2); CRA(32,16); ReLU;
Conv(32,32,3,1,1,2); CRA(32,16); ReLU;

Add2 Add(Add1, Res Conv2);ReLU;

Res Conv3 Conv(32,32,3,1,1,4); CRA(32,16); ReLU;
Conv(32,32,3,1,1,4); CRA(32,16); ReLU;

Add3 Add(Add2, Res Conv3);ReLU;

Res Conv4 Conv(32,32,3,1,1,8); CRA(32,16); ReLU;
Conv(32,32,3,1,1,8); CRA(32,16); ReLU;

Add4 Add(Add3, Res Conv4);ReLU;

Res Conv5 Conv(32,32,3,1,1,16); CRA(32,16); ReLU;
Conv(32,32,3,1,1,16); CRA(32,16); ReLU;

Add5 Add(Add4, Res Conv5);ReLU;
Conv Conv(32,3,3,1,1)
Output xt

Table 1. The Architecture of Progressive Dilated Unit (PDU), where “Conv” is the convolution layer with (input channel, output channel,
kernel size, padding size, stride, padding). CRA is channel residual attention block with (channel number, reduction factor). Here we omit
convolutional LSTM for simplicity.

Require: Input x, Channel Number C, Reduction Factor R
Name Details
Pool AdaptiveAvgPooling;
Conv 1×1 Conv(C,C,1,0,1);

Conv du
Conv(C,C/R,1,0,1);
ReLU;
Conv(C/R,C,1,0,1);

Add1 Add(Conv 1×1, Conv du); Sigmoid;
Output Multiply(x, Add1)

Table 2. The Architecture of Channel Residual Attention Block (CRA), where “Conv” is the convolution layer with (input channel, output
channel, kernel size, padding size, stride).

Metrics 40% 60% 100%
PSNR 26.49 27.37 29.46
SSIM 0.853 0.866 0.897

Table 3. Ablation result for SAPNet with limited training images

We also visually shows SAPNet’ performance with limited training images in Fig. 3. To aid evaluation, we list the
previous state-of-the-art MSPFN for comparison. It is shown that with 100% training images, SAPNet surpasses MSPFN in
terms of rain removal ability. Even with 40% or 60% training images, SAPNet removes more vertical rain streaks and results
in better contrast and exposure than MSPFN (100%). In short, SAPNet has great robustness at limited training images.
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Figure 1. Detailed scores about the user study. A score of 1 indicates the worst performance, whereas a score of 5 indicates the best.

(a) PSNR-Param (b) SSIM-Param

Figure 2. PSNR↑, SSIM↑ and Parameter↓ trade-off at Rain100H dataset

5. More Visual Comparisons
This section presents additional visual comparisons on the synthetic rainy dataset (Rain100H, Rain100L) and real rainy

datasets (SIRR, MOSS). After that, we provide other results about semantic segmentation on the proposed CityScape150.

5.1. Synthetic Rainy Dataset

Fig. 4 displays the visual comparisons on the synthetic rainy dataset Rain100H. It is shown that SAPNet removes the most
visible rain streaks and result in the most negligible amounts of artifacts.
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(a) Rainy (b) SAPNet (40%) (c) SAPNet (60%)

(d) MSPFN (100%) (e) SAPNet (100%) (f) GT

Figure 3. Visual ablation of limited training data (Prop. %)

Fig. 5 shows the visual comparisons on the synthetic rainy dataset Rain100L. It appears that SAPNet is the only model
that clear all large rain streaks and recover the details of the background mountains.

5.2. Real Rainy Dataset

Fig. 6 present the visual comparison on the real-world rainy dataset SIRR. We can see that SAPNet remove diverse types
of rain streaks and preserve the bird’s edge information.

Fig. 7 displays the visual comparison on the real-world rainy dataset MOSS. It is shown that SAPNet cleans the most
amounts of rain streaks without distorting the illumination in the original rainy images.

5.3. Semantic Segmentation

Fig. 8 and Fig. 9 shows the semantic segmentation result comparison on the proposed CityScape150 dataset. Those two
figures agree that SAPNet (1) preserves the most amount of semantic details (2) presents meaningful contents for segmenta-
tion (3) is the closest to the groundtruth.
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(a) Rainy (b) RESCAN

(c) PreNet (d) MSPFN

(e) SAPNet (Ours) (f) GT

Figure 4. Visual comparison at Rain100H dataset

5



(a) Rainy (b) DDN

(c) MSPFN (d) MPRNet

(e) SAPNet (Ours) (f) GT

Figure 5. Visual comparison at Rain100L dataset
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(a) Rainy (b) DDN

(c) RESCAN (d) PreNet

(e) MPRNet (f) SAPNet (Ours)

Figure 6. Visual comparison at SIRR dataset
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(a) Rainy (b) DDN

(c) EffDerain (d) Syn2Real

(e) MPRNet (f) SAPNet (Ours)

Figure 7. Visual comparison at MOSS dataset
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(a) Rainy (b) DDN

(c) RESCAN (d) PreNet

(e) Syn2Real (f) MOSS

(g) SAPNet(Ours) (h) GT

Figure 8. Visual comparison at CityScape150 dataset (1)
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(a) Rainy (b) DDN

(c) RESCAN (d) PreNet

(e) Syn2Real (f) MOSS

(g) SAPNet(Ours) (h) GT

Figure 9. Visual comparison at CityScape150 dataset (2)
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