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Abstract

Deep learning has brought tremendous progress in com-
puter vision and natural language processing, and is used
in multiple non-critical applications. A major bottleneck for
its use in many other areas is the black box nature of these
algorithms, resulting in a lack of explainability in their deci-
sions. One of the key problems identified is the confounding
effect, which causes confusion between the desired causes
and other irrelevant factors affecting an outcome. This is
more pronounced in the spatio-temporal case, such as the
bias on the static background in the classification of a video.
A way to handle this is by making use of sensors that cap-
ture additional scene properties, to mitigate spurious asso-
ciations. In this work, we integrate the polarimetric videos
with deep learning and evaluate it on the popular action
recognition problem. We construct a dataset of polarimet-
ric videos for fine-grained actions and study the effect of
various parameters, extracted from the polarimetric video
frames, as inputs to a deep network. Using these obser-
vations, we design a spatio-temporal polarization network
(STP-Net) to effectively extract polarimetric features. This
is evaluated on the recent HumanAct12 dataset for human
activity recognition. Extensive evaluation clearly shows
that the polarimetric modality is able to localize the correct
action regions, leading to better generalizability.

1. Introduction
Deep learning has resulted in significant improvements

in multiple computer vision tasks. In some cases, the accu-

racies have surpassed humans, resulting in industry adop-
tion. The number of such applications are sparse. The ma-
jor reason being the black box nature of these algorithms,
that affects the trustworthiness and makes them vulnerable
to adversarial attacks. In case of spatio-temporal data, these
issues get amplified significantly. For instance, in [15],
a study is performed to understand what the network has
learnt for recognising actions. It is observed that around
40% of classes in UCF101 [23] and 35% of the classes in
Kinetics [5] do not require any motion information for ac-
tion recognition. Further, a significant number of actions
can be detected using the background information in the
videos. This is largely due to deep neural networks being
unable to determine the confounding factors and this is be-
ing discussed widely today [9]. While neurosymbolic ar-
tificial intelligence is directed towards solving the learning
problems of the machine, there is a way to address this by
providing enriched data from the sensors.

It is well known that when an unpolarized light is inci-
dent on an surface, the reflected light will be partially polar-
ized [17]. The characteristics of this reflected polarized
light shall depend upon both the material as well as the
shape of the reflecting object [24], which can succinctly
be represented using the Stokes vector [7]. Three impor-
tant parameters namely, the intensity, angle of polarization
(AOP) and degree of polarization (DOP) can be derived
from the Stokes vector. While the intensity is akin to in-
formation captured using a standard RGB camera, the other
two are complementary information which contains rich ge-
ometrical cues. Hence, this imaging referred as polarimet-
ric imaging [7] finds applications in several niche areas like
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transparent object segmentation [18], imaging in harsh en-
vironments [4], dense shape reconstruction particularly on
textureless surfaces [17, 8] etc., which are otherwise highly
challenging.

Polarimetric imaging requires images of the same scene
to be captured at multiple polarizing angles and hence was
limited to only static imaging scenarios. Recently, with the
arrival of integrated camera capable of simultaneously pro-
viding images at multiple polarizing angles, this is increas-
ingly finding applicability in many more scenarios. In this
paper, we consider one such important application of ac-
tion recognition which requires spatio-temporal polarimet-
ric video processing.

Numerous classical and deep learning methods to per-
form action recognition exist in literature [27, 16, 6, 22, 25].
As mentioned earlier, these methods are data biased and
often learn irrelevant features. If standard cameras are re-
placed with polarimetric cameras, the algorithm will have
additional shape information to learn from. As with any
new modality, polarimetric videos offer extra information in
the form of angles of polarization and hence the input to the
network will change substantially. This paper provides an
in-depth study on the use of various deep learning architec-
tures on spatio-temporal polarimetric videos. The variations
are caused due to the nature of input such as the raw images
captured at different polarizing angles and the derived in-
formation like the Stokes parameters or AOP and DOP. One
additional challenge is the availability of datasets. Unlike
standard RGB based action recognition, where exhaustive
open datasets like UCF101 [23] and ActivityNet [10] are
available, in this case availability of such open datasets is
limited. Hence, we begin with creation of our own dataset
by collecting polarimetric videos of actions using the inte-
grated polarization camera, ensuring the background infor-
mation as a constant. We then consider the HumanAct12
dataset [12] (which is created for the purpose of shape ex-
traction) for our studies and comparisons. The contribution
of this work include:
1. a detailed study on the input and multiple architectures
for polarimetric video analysis
2. design of a spatio-temporal deep network for reusable
polarimetric video feature extraction
3. evaluation of the proposed network on action recognition
and further analysis on the use of polarimetric data.

2. Related work
Polarimetric imaging has been extensively applied for

medical imaging and remote sensing applications [26, 28,
21, 2]. More recently, it is being explored specifically in ap-
plications where RGB does not give the desired properties.
Polarimetric images capture photometric information and
contain rich geometric cues, making it suitable in challeng-
ing environments containing reflective surfaces [8] or trans-

parent objects [18]. They are also useful in unfavourable
weather conditions such as scene analysis in the presence
of rain or fog [4].

Deep learning methods have been frequently applied on
polarimetric data to capture meaningful patterns and learn
the mapping to downstream tasks. The usage of convolu-
tional neural networks (CNN) with polar images was at-
tempted by Kalra et al. [18] for transparent object segmen-
tation. Multiple parameters are computed from the polar
images and are used as separate inputs to parallel branches
in a Mask-RCNN framework [13]. Segmentation and de-
tection with polarized inputs was found to perform better
than that using RGB intensities. The main drawback is the
presence of multiple parallel branches, which increases the
network complexity.

Polarization was also used by Blin et al. [4] to enhance
object detection in adverse weather conditions. The road
scene dataset consisting of both polarization and RGB data
for the same scene was introduced. The polarimetric video
data is recorded and one frame for every two seconds is
retained. The data is collected in three different weather
conditions– foggy, sunny and cloudy– and the object bound-
ing boxes are annotated for four classes - car, person, bike
and motorbike. RetinaNet [19], with ResNet50 [14] back-
bone and pretrained on MS-COCO dataset [20], is fine-
tuned for five different combinations of polarization inputs.
A comparison resulted in three out of the five polarization
input combinations performing better than RGB. Here, the
video frames retained in the dataset are at a very low frame
rate, therefore it does not leverage the temporal information
for segmentation. The common step with these approaches
is the use of pre-trained models. Models trained on RGB
modality may not be directly suitable on polarization data,
since the information captured by both these modalities are
very different and possibly complementary.

Polarimetric data is more complex and is characterised
by geometric features and physical properties of objects in
the scene. This makes it suitable for 3D reconstruction [31],
surface normal estimation and shape recovery scenarios [3].
In [31], 3D human shape is estimated with a single polar-
ization image input by first estimating the surface normals,
and then utilizing this to reconstruct the 3D shape. In [3],
the problem of shape from polarization has been attempted
using deep learning. Here, the physical principles are in-
corporated as priors in a deep network architecture. This
hybrid method achieves state-of-the-art performance on a
challenging range of textures and lighting conditions. Po-
larization inherently suffers from physics-based ambiguities
such as azimuth ambiguity due to the presence of diffuse or
specular reflections. Use of data driven approaches in com-
bination with other modalities or in a stereo setting gives
advantages in many 3D applications such as in depth esti-
mation [29] and 3D reconstruction [17].

768



Polarimetric images in combination with deep learning
has seen a lot of attention recently but very limited work has
used polarimetric videos. A recent work [30] introduced
a human shape and pose estimation dataset that consists
of videos of human actions captured using a four camera
setup, with three color cameras and one polar camera. The
RGB videos have been used for action synthesis [12] and
3D reconstruction applications [31], but to the best of our
knowledge, the polarization videos have not been used for
any application. A detailed study on the architecture suit-
able for polarimetric video analysis and the corresponding
applicability is clearly missing.

3. Proposed Approach
To design a robust architecture and input configuration

for the extraction of features from the polarimetric video,
we start with the creation of a polarimetric video dataset
for action recognition in a controlled environment. We
further design a baseline network and perform an exhaus-
tive study with different input combinations for the task of
fine-grained action recognition. Based on the observations
made, we propose a spatio-temporal architecture and evalu-
ate it on a public dataset for human activity recognition.

3.1. Preliminaries

Let V be the video captured by a polarization cam-
era. Considering that the polarizer is rotated to four angles
[0o, 45o, 90o, 135o], each frame in V consists of four chan-
nels F = [F0, F45, F90, F135]

T , where each channel corre-
sponds to the intensity measured at that polarizer angle. V
captures the surface characteristics and physical properties
of the objects in the scene, and can be processed further to
compute other polarization parameters namely Stokes vec-
tor S, Angle of Polarization AoP and Degree of Polariza-
tion DoP . For each frame F , S can be given by the follow-
ing equations [7]:

S = [S0, S1, S2]
T (1)

S0 = F0 + F90 (2)
S1 = F0 − F90 (3)
S2 = F45 − F135 (4)

where, S is a vector consisting of three components as given
by equations 2-4. Since we assume only linear polarization,
S3 is neglected in this paper.

Further, the AoP and DoP can be determined from S
using the following equations:

AoP =
1

2
tan−1

[
S2

S1

]
(5)

DoP =

√
S1

2 + S2
2

S0
(6)

The above equations describe parameters that encode the
properties captured by polarized light. Another important
parameter that can be extracted from each set of frames is
the unpolarized intensity Fun, given by the following equa-
tion:

Fun = S0 = F0 + F90 (7)

3.2. Polarimetric data acquisition

In order to apply spatio-temporal deep learning on po-
larization input, we design an experimental setup for the
acquisition of polarization videos of Fine-Grained Actions
(FGA). The video data is collected using a Matrix Vision
grayscale polarization camera [1] in a controlled indoor en-
vironment. The camera provides four registered frames cor-
responding to four polarization angles [0o, 45o, 90o, 135o] ,
and is fixed on a table with a camera stand at a height of
two feet. It is kept facing downwards, and all the actions
are performed on the table. The focus of the camera is fixed
at this height, we ensure proper illumination is present. The
data is transferred from the camera to a local machine over
GigE Ethernet. All the action videos are collected in an
egocentric manner. Each video is captured at twenty frames
per second, with spatial resolution of (1232 × 1028). The
duration of each video ranges from six seconds to fifteen
seconds depending on the complexity of the action. Videos
are collected for seven fine-grained actions, with 100 videos
for each action. The fine-grained actions include: 1. Mov-
ing something from left to right; 2. Moving something from
right to left; 3. Moving something up; 4. Moving something
away from camera; 5. Moving something towards camera;
6. Placing something; and 7. Removing something. The ac-
tion classes are inspired from the Something-Something V2
(SSV2) [11] dataset of RGB videos consisting of such fine-
grained actions. The FGA dataset is quite homogenous in
terms of the way the actions are performed and the illumi-
nation variations. The purpose of the data collection under
a constrained environment is to evaluate the classification
performance with polarized input and compare with that of
using unpolarized intensity input.

3.3. Spatio-temporal baseline

We implement a baseline network to evaluate on the cap-
tured polarimetric videos. Since polarimetric data captures
additional surface properties and the information is comple-
mentary to the details captured by the RGB modality, we do
not make use of any model pre-trained on RGB.

3.3.1 Architecture

The spatial network proposed in [3] for deep shape from
polarization is utilized for this purpose. The network is
an encoder-decoder architecture, and takes two inputs:
the physics based priors, and the four-channel raw image
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corresponding to four polarized angles. The two inputs are
concatenated and processed further using a fully convo-
lutional encoder, that encodes the high level polarization
features. These are then passed through a decoder with skip
connections, to estimate the surface normal. We make two
modifications to this network to design our spatial baseline
Ns. Firstly, we take only the four-channel image input,
and do not include physics based priors. Secondly, we take
only the encoder network and add dense layers followed
by softmax activation, to train for classification tasks.
This gives us the spatial baseline Ns. The spatio-temporal
baseline Nst is formed by extending Ns to video inputs and
converting the two-dimensional layers to three-dimensional
equivalents. As stated previously, effective measures can
be computed from the raw polarimetric images captured by
the camera at four angles. We employ these to come up
with unique input configurations to evaluate the baseline.
In order to understand the effect of polarization information
as input to a network, we experiment with two broad cate-
gories of inputs: one is polarized and the other unpolarized.
For polarized input, we consider three types:
1) Vraw, which is the set of four-channel raw frames of the
input video V with dimension [N,w, h, 4]. N indicates the
number of frames, and each frame has a size of (h× w).
2) Vstokes, given by the three-channel Stokes vector S for a
set of frames in V . This is given in equations 1-4 for each
frame. Vstokes has a dimension of [N,w, h, 3].
3) Vpol, defined as a three-channel vector
[AoP,DoP, Fun]

T as shown in equations 5-7, for a
set of frames in V , and having a dimension of [N,w, h, 3].

Figure 1. Three input configurations considered

These are compared with the unpolarized input Vun de-
fined in equation 7 for one frame. Vun is a single channel
output for each frame, and has size [N,w, h, 1]. With these
inputs, we formulate three input configurations as visual-
ized in Figure 1 and described below:

1) In single-input case, one of the above mentioned vectors
is given as input to the network. This independently evalu-
ates the contribution of each input for a classification task,
and the type of input representation that is most suitable.
2) For multi-input as channels, two or more of the polarized
inputs are stacked along the input channel dimension. This
arrangement assumes that the different polarimetric mea-
sures are correlated, and maximizes the information cap-
tured by each, by ordering along channel dimension.
3) Multi-inputs as parallel network has each polarized input
fed to an independent branch in the network. This arrange-
ment has a distinct network for each input to learn indepen-
dent features.

The purpose of experimenting with these configurations
is for two reasons: i) each parameter captures a different
structure in the scene, and different combinations of these
are evaluated to understand the importance of each; and ii)
the relation between the parameters, for example between
Vstokes and Vpol, is highly complex and non-linear, there-
fore combining them in different ways can give insights into
how successful the network is in taking advantage of the in-
formation in each of them.

3.3.2 Comprehensive study and observations

We evaluate the spatial baseline Ns and the spatio-temporal
baseline Nst, with the designed input configurations on the
acquired FGA dataset. The network is trained using a soft-
max cross entropy loss function and a stochastic gradient
descent optimizer. An initial learning rate of 0.0001 is used,
and the network is trained for 25 epochs. We compute three
performance metrics: Top-1 accuracy, Macro accuracy and
F1-score. The Top-K accuracy metric indicates the percent-
age of correctly detected action classes among the top K
classes of the network detection. Macro-accuracy is the av-
erage class-wise accuracy, and gives equal importance to all
the classes.

The accuracies achieved using the complete network,
with the same number of layers as in [3], were above 95%
for most of the inputs. We deduce that the network com-
plexity is too high for the dataset considered, leading to
overfitting. We therefore remove the last three layers and
perform the evaluation. Table 1 shows the performance
comparison for the different input configurations.

The first row indicates a spatial input with a single frame
Fraw as input. All other rows are for a video input of 32
frames evenly sampled from the entire duration of a video.
The row in blue indicates unpolarized input Vun. The fol-
lowing observations were made:
(a) In the single-input scenario, Vraw gives the best clas-
sification performance with an improvement of more than
10% as compared to the unpolarized input Vun. Vpol results
in a sub-optimal performance. This can be attributed to the
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Table 1. Quantitative evaluation on FGA dataset: Comparison of various input configurations to spatio-temporal baseline Nst

Input Configuration Input type No. of parameters Top-1 Accuracy Macro-accuracy F1-score
Single frame input to Ns Fraw 0.59 M 0.72 0.72 0.71

Single video input to Nst

Vun

1.75 M

0.75 0.75 0.75
Vraw 0.86 0.87 0.87
Vstokes 0.8 0.81 0.81
Vpol 0.72 0.72 0.72

Multi-input video as stacked channels to Nst

Vraw + Vpol

1.75 M
0.73 0.73 0.72

Vraw + Vstokes 0.88 0.89 0.89
Vraw + Vpol + Vstokes 0.82 0.82 0.8

Multi-input video to parallel Nst branches
Vraw|Vpol 3.5 M 0.96 0.96 0.96

Vraw|Vstokes 0.95 0.95 0.95
Vraw|Vstokes|Vpol 5.25 M 0.99 0.99 0.99

structure of Vpol wherein AoP , DoP and Vun are stacked
to form a three channel input. This arrangement does not
exploit the advantages offered by each input type, and hin-
ders the capture of useful features; (b) In the channel-wise
stacking of multiple parameters, the combination of Vraw

and Vstokes gives the best results with a Top-1 accuracy of
88% and an F1-score of 87%.

Again, the presence of Vpol could be the cause of lower
performance in the other two input cases; and (c) In the
parallel input configuration, the first thing to note is that
the number of parameters increase considerably due to the
design of separate branches for each input. All three input
combinations give very high accuracies.

We apply the learning from this to develop a spatio-
temporal architecture for polarimetric feature extraction.

3.4. Proposed Architecture: STP-Net

We develop a new spatio-temporal polarization network
(STP-Net) to extract meaningful features from the polari-
metric videos. Based on the evaluation of the baseline on
the FGA dataset, we derive insights into the optimal input
configuration and also identify drawbacks in the baseline
architecture. Deep shape from polarization proposed by Ba
et al. [3] is a network built for purpose of polarization im-
ages. This is used only as a baseline network Nst as it lacks
spatial attention and the ability to capture spatio-temporal
features due to 2D convolutions. We address these issues
to design a new spatio-temporal polarization architecture as
illustrated in figure 2. Beginning from the input, it is ob-
served previously that the use of raw frames gives compa-
rable performance with that using Stokes vector input and
does not require additional computation. We also avoid use
of parallel networks which significantly increase computa-
tional complexity and does not yield much dividends on ac-
curacy.
Next, we focus on network-level modifications. The first
layer in Nst makes use of (1 × 1 × 1) convolution fil-
ters. This outputs linear combinations of the input channels,
however does not make use of the spatial coherence. More-
over, placing this right at the beginning of the network leads

to loss of information. The rationale behind having four fil-
ters with (1 × 1) kernel size in Ns could be to internally
compute outputs of the form similar to Stokes vector. We
replace this by directly connecting to 32 filters and kernel
size (3 × 3 × 3). The larger kernel size makes use of the
spatio-temporal consistency to capture meaningful features.
Instance normalization is used in between the convolution
layers in Nst. While this may be suited for reconstruction
and frame-level estimation tasks, they do not provide an ad-
vantage for classification tasks. Therefore, we replace them
with batch normalization layers. We introduce regulariza-
tion in the network, by adding dropout layers in between
the convolution blocks and adding kernel regularizers to the
convolution layers. This is to enable the network to learn
robust models that can generalize well. We make minor
modifications to the convolution blocks in the network. We
retain the same set of filter sizes, but add more convolu-
tion layers, as shown in the Figure 2. Each strided convolu-
tion layer is replaced with a stride-1 convolution layer and
a maxpool layer. A key component in the new architecture
is the spatial attention module. The captured polarimetric
frames are likely to contain noise and in order to focus on
the correct regions in the frames, we apply a spatial atten-
tion module. This is especially essential in discrimination
tasks where certain objects or actions in the scene contribute
to the correct classification. After the first four convolution
blocks are applied, the resulting feature vector Xfea is used
to compute the attention weights. It is passed through an-
other convolution layer to output attention weights Wfea for
each spatial location. This is multiplied with all the chan-
nels in Xfea and the product is added to the original features
according to the following equations:

Wfea = conv3D(Xfea)|filters=1 (8)
Afea = Xfea + (Xfea ∗Wfea) (9)

The attention weighted feature Afea is passed through
a global average pooling layer, and then through a set of
three dense layers with filters 1024, 1024, K respectively,
where K denotes the number of action classes. Softmax
activation is finally applied to map the output to one of the
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Figure 2. Block diagram of the proposed spatio-temporal polarization architecture STP-Net

K classes. The network is trained to minimize the softmax
cross entropy loss. A stochastic gradient descent optimizer
is used with a learning rate of 0.0001, clip value 0.5 and
momentum of 0.9.

4. Experiments and Results
In this section, we cover the experimental setup and

qualitative and quantitative evaluation on the HumanAct12
dataset. This is followed by the ablation study and visu-
alization of class activation maps. The implementation is
done using Tensorflow libraries, and the training is per-
formed on an Nvidia Tesla V100 GPU.

4.1. Evaluation on HumanAct12 dataset

The HumanAct12 dataset [12] consists of a subset of
videos cropped from the Polarization Human Shape and
Pose Dataset (PHSPD). The data is collected synchronously
with one polarization camera and three Kinect-V2 cameras.
Data from the polarization camera is considered here for
the experimentation. The dataset consists of 1191 video
clips from twelve subjects, categorized into 12 coarse ac-
tions, and 34 fine-grained sub-actions. The coarse actions
include daily activities like walk, run and also actions such
as warm-up and boxing. Gray-scale videos for each scene
are captured at four polarizing angles at about 13 frames per
second (fps), with spatial resolution of 1224 × 1024. The
video length ranges from 1 second to 36 seconds. Some
videos in the dataset were wrongly labelled. These were
corrected and videos where the action or actor mask was
unclear were discarded. After these changes, the reduced
dataset consists of 1157 videos.

4.1.1 Experimental setup

The dataset is split subject-wise into 739 training videos
from eight subjects, 253 validation videos from two sub-
jects and 165 testing videos from two subjects. 80% of the
videos have duration less than or equal to eight seconds, so
the network input length is set to eight seconds. For videos
smaller than this, the frames are repeated cyclically. For
longer videos, a center crop is considered. The frames are
sampled at 4.5 fps resulting in a set of 35 frames spanning

8 seconds. We compute the same set of metrics for compar-
ison: Top-1 accuracy, Macro accuracy and F1-score. The
frame size is reduced to one-third of the original resolution.
All the training experiments were run for 500 epochs.

We compare the proposed network STP-Net with Nst

and with ResNet pre-trained model. With ResNet training,
the input needs to be a single three-channel input. Therefore
for polarized input, we consider only first three polarization
angles, since the fourth frame F135 can be deduced from
other three angles [4]. For unpolarized input, we convert the
single channel intensity frames to three channels. We use
the ImageNet model weights on each frame and combine it
with global average pooling. We train only the dense layers,
added after pooling, for classification.

4.1.2 Results

Table 2 presents the results on the HumanAct12 dataset for
coarse action recognition. To improve the action recog-
nition performance, we also experiment with masking the
background in the input frames., using the ground truth an-
notations provided with the dataset. This can be replaced
with a standard human detection or segmentation model.
For both masked and unmasked scenarios, we evaluate the
performance using polarized input and unpolarized input,
and compare STP-Net with Nst and ResNet.

We make the following inferences:
1. An overall comparison of the three approaches shows
that the proposed approach performs far better with approx-
imately 30% average improvement over the baseline, and
a larger 45% boost over ResNet pre-trained model. This
clearly indicates two key points. One is that the polariza-
tion modality captures information of a scene very different
from that contained in the RGB modality. Secondly, it con-
tains rich cues about the object properties useful for classi-
fication.
2. For both the masked input as well as unmasked input, the
proposed network achieves a 4% improvement with polar-
ized input over that using unpolarized input.
3. With masked and polarized inputs to the proposed net-
work, the macro-accuracy, which is the average class-wise
accuracy, is 12% higher as compared to that using unpo-
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Table 2. Quantitative evaluation on HumanAct12 dataset
Input masking Network Input Top-1 Accuracy Macro accuracy F1-score

Unmasked

Proposed network STP-Net Vpol 0.70 0.69 0.69
Vun 0.66 0.68 0.66

Spatio-temporal baseline Nst
Vpol 0.35 0.34 0.31
Vun 0.38 0.39 0.35

Pre-trained model ResNet
Vpol 0.21 0.08 0.07
Vun 0.18 0.08 0.06

Masked

Proposed network STP-Net Vpol 0.75 0.77 0.75
Vun 0.71 0.65 0.71

Spatio-temporal baseline Nst
Vpol 0.37 0.40 0.35
Vun 0.46 0.41 0.44

Pre-trained model ResNet
Vpol 0.21 0.15 0.08
Vun 0.13 0.12 0.06

larized input. This shows better generalization capability
across the action classes.

4.2. Ablation study

We perform an ablation study to validate the different
network components and find the optimal parameter set-
tings. This is done on the HumanAct12 dataset, which poses
multiple challenges including class imbalance, action vari-
ability, varying video lengths and repeating nature of ac-
tions. Multiple experiments were carried out: a) to evaluate
the network modifications; b) to fix the input video length
and spatial resolution; and c) to handle class imbalance in
the dataset. Following are the holistic inferences obtained
based on the above mentioned experiments:
1. Network level: We made two modifications to Nst to
come up with the proposed STP-Net. As ablation experi-
ments, we train with the original settings: retaining strided
convolution and removing maxpool, and retaining (1 x 1
x 1) convolution layer as the first layer; we also remove the
spatial attention module and test the network. All three vari-
ations give a lower performance, clearly showing that the
use of standard convolution with maxpool and the removal
of the 1D convolution layer improve the action recognition.
The absence of the spatial attention module results in a 5%
drop in accuracy.
2. Regularization: The HumanAct12 dataset suffers from
class imbalance, with two out of twelve actions containing
less than 5% of the total videos. The use of regularization
gives a 3% increase in the classification accuracy.
3. Input level: The optimum input dimension depends on
factors such as the frame rate, frame resolution and video
length. For an eight-second video length, we experiment
with more number of frames and higher spatial resolution.
The increase of spatial size to half of the original resolu-
tion results in larger tensor dimensions and more than 15%
drop in accuracy. However, sampling more frames at 6.5 fps
results in a 3% improvement but at the cost of more compu-
tations and slower training.

Table 3. Ablation study: Varying different parameters in network
Parameter Variation Top-1 Accuracy

Network
replace maxpool with strided conv 0.44

adding (1 x 1 x 1) conv as first layer 0.65
without spatial attention 0.65

Regularization
dropout 0.67

dropout + class weighted loss 0.67
dropout + class weighted loss + kernel regularizer 0.70

Input Spatial resolution (612 x 512) 0.55
52 frames spanning 8 seconds 0.73

4.3. Visualization of class activation maps

We generate the gradient weighted class activation maps
for STP-Net and compare the maps for polarized inputs and
unpolarized inputs. Figure 3 shows the activation maps for
eat and jump actions from the HumanAct12 dataset, and
Moving object away from camera and Right to left actions
from the FGA dataset. These are the observations:

1. In the first two actions eat and jump, the polarized
input network can be clearly seen to learn the correct ac-
tion regions. In the first row, the entire region of movement
from hand to mouth across frames get highlighte, and in the
second rows the hand movements are localized clearly. In
contrast, with unpolarized inputs, the same regions do not
get focused. 2. On the FGA dataset, a distinct observation
is that unpolarized input is unable to localize the correct
movement regions for both actions. This is found to be the
case in all the actions. With polarized input, the action areas
get activated well, revealing valuable surface properties and
goemetric cues captured by polarized video frames.

We visualize the class-wise recall plots for both datasets
in Figure 4 and Figure 5. A key observation is that the true
positive rate of each class remains above a certain level with
polarization information and the network is able to general-
ize well for all the action classes. This is especially true
for actions with fewer training samples. This also high-
lights that even with few samples, polarimetric data is able
to generalize across different classes in both the datasets. In
the absence of polarization information, while the network
performs better for some actions but generalization across
actions is poor.
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Figure 3. Class activation maps for actions from the HumanAct12 dataset: eat and jump; From the FGA dataset: Moving away from camera
and Right to left, using (A) unpolarized input, and using (B) polarized input
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Figure 4. Class-wise recall on HumanAct12 dataset

4.4. Conclusion

This work presents an in-depth study and evaluation of
spatio-temporal deep networks for action recognition using
polarimetric videos. A polarimetric video dataset of fine-
grained actions is constructed and an extensive analysis is
conducted to understand the effect of different polarimet-
ric input configurations. Based on the learning, STP-Net,
a spatio-temporal polarization network, is introduced for
the extraction of reusable features from polarimetric videos,
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Figure 5. Class-wise recall on FGA dataset

and evaluated on the HumanAct12 dataset for human action
recognition. The qualitative and quantitative results show
that with additional geometric and surface cues captured by
polarimetric inputs, the network is able to learn discrimi-
native features and outperform intensity only inputs. The
ablation study confirms that the polarimetric data helps in
the cases of high class imbalance, which are vast in natural
setting.
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